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The aim of this paper is to measure the natural interest rate for the Bulgarian economy. The
estimations have been made using a methodology developed by Holston, Laubach and Williams
based on a Kalman filter estimation of two unobservable indicators - natural interest rate and
potential growth. The estimation results suggest that the natural interest rate of Bulgaria is highly
correlated with that of the Euro Area, but the time variation appears to be higher. Since 2014, the
natural interest rate of Bulgaria has been increasing driven by the dynamics of the output gap.
However, the uncertainty surrounding the estimated results is high and sensitive to the model
specifications.

The views express in this study are those of the author and do not represent the views of Bulgarian National Bank. All

errors and omissions are to be attributed to the author.





1. Motivation

The global real interest rates have been on a steady decline over the past three decades. The reasons
that explain this trend have been commonly associated with structural factors suggesting a
downward shift of the natural interest rate — the interest rate that balances out saving and
investment. Besides structural factors, fluctuations in real interest rates can also be explained with
temporary changes in monetary policy. Blanchard, Furceri and Pescatory (2014) believe that
monetary policy changes had a substantial effect on the interest rate decline in the developed
economies in the 1980s and early 1990s, while the subsequent decrease since then is more likely
to be caused by structural factors such as an increase in global savings (shift in the supply schedule
of loanable funds) and a decrease in investment (shift in the demand schedule for loanable funds),
both factors suggesting changes in the propensity to save and invest. Moreover, the increase in the
relative demand for safe assets that has been taking place since mid-1990s has also contributed to
the real interest rate decrease. All these three factors are associated with a decline of the global
natural interest rate. IMF (2014) also determined similar factors that explain the real interest rates
decline since the 1980s, emphasizing the global character of the phenomena. The factors that have
been increasing the supply of loanable funds are the rapid growth of global savings, especially in
the period 2000-2007, triggered by the rapid income growth and accumulation of reserves in the
emerging economies as well as the higher riskiness of equity relative to bonds. On the other hand,
there are demand-side factors driving the interest rate decrease such as lower investment rates,
debt deleveraging, decline in the prices of capital goods and demographic changes, see Summers
(2014a).

Various authors, see Summers (2014,a,b, 2015, 2016), Eggertsson and Mehrotra (2014, 2015),
Eggertsson et al. (2017), go even further by associating the decline of the natural interest rate with
the revival of the secular stagnation hypothesis developed by Alvin Hansen, see Hansen (1939).
Summers (2016) argues, “Secular stagnation occurs when neutral real interest rates are
sufficiently low that they cannot be achieved through conventional central-bank policies. At that
point, desired levels of saving exceed desired levels of investment, leading to shortfalls in demand
and stunted growth.” Eggertsson and Mehrotra (2014) develop a quantitative model illustrating
the inability of the economy to achieve full employment given a combination of a low natural real

interest rate and a zero-lower bound on the nominal interest rates, while Eggertsson and Mehrotra





(2015) further enhance the model in an open-economy environment, arguing that given a low

natural interest rate, a greater financial integration transmits recessions across countries.

Chart 1: Long Term Real Interest Rates in Selected Advanced Economies,
10-year maturity, % pa
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The post-crisis decade has shown that Bulgaria, being in a currency board agreement with an
exchange rate pegged to the euro since 1999, would not be an exception from the above trends.
Since the adoption of the currency board agreement the interest rates in Bulgaria have become
highly correlated with that in the Euro Area. The correlation has increased even further since the
end of the 2008-2009 recession (Chart 2). Hence, the interest rates in Bulgaria have been following
the tendency of gradual decline that has taken place in the Euro Area and the rest of the developed
economies. Nominal interest rates were on a steady decline since the third quarter of 2009, while
in real terms, adjusted for core inflation, the interest rates increased during the period 2011 Q1-
2014 Q1 as a result of decreasing inflation (Chart 3).





Chart 2: Long Term Interest Rates in the Euro Area and Bulgaria, % pa
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However, besides the external factors and the high dependence on the ECB monetary policy and
the correlation with the interest rates in the Euro Area, there may be structural factors of the
Bulgarian economy such as ageing population and lower investment activity that have affected the
interest rates in Bulgaria and contributed to the persistent decline in the post-recession period.
These factors suggest that the natural interest rate in Bulgaria may have also substantially declined
in that period.

The natural interest rate has been estimated on a country level for individual European counties as
well as for the Euro Area as a whole, see Geiger and Shupp (2017), Kupkovic (2017), Pedersen
(2015). However, there has not been an attempt to estimate it for Bulgaria and this paper aims to

fill this gap.





Chart 3: Nominal (left) and Real (right) Interest Rates in Bulgaria, % pa
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2. Literature Review

The earliest formulation of the natural interest rate dates back to Knut Wicksell, who in 1989
defined the natural interest rate as an interest rate that corresponds with commodity price stability,
see Lubik and Matthes (2015). Also, besides the neutrality in respect to commaodity prices, the
natural interest rate is that at which the market of goods would equilibrate in the absence of money
market, see Wicksell (1989). In elaborating the Keynes’ monetary theory, Williams (1931) puts
the concept of natural interest rate in the context of central bank’s targets for price stability. The
natural interest rate is a rate at which investment equals saving and the central bank’s objective is
to adjust the market rate to the natural rate of interest. Woodford (2003) brought the natural interest
rate in the context of a New Keynesian framework and defined it as “the real rate of return that
would prevail in an equilibrium with flexible prices and full information”. He argues that as a
result of external real disturbances the natural rate of interest can be negative for a given period of
time, referring to the inability of the economy to reach equilibrium with a nominal interest rate
equal to the natural interest rate given the zero-lower bound, see Eggertsson and Woodford (2003).

Wicksell (1989) defined the natural interest rate in two major dimensions that have laid the
groundwork for the future research related to that concept. First, even though the natural interest

rate was defined as an equilibrium level, it varies over time. Second, in contrast with the market





rate, the natural interest rate is an unobservable indicator. The latter suggests that the natural
interest rate can only be estimated and, as the related literature shows, the estimations involve a

high degree of uncertainty depending on the applied method and specifications.

The most frequently used method for estimating the natural interest rate is the semi-structural
model developed by Laubach and Williams (2003), which defines the natural interest rate in
relation to the output gap, i.e. the deviation of the actual output from its potential level. Laubach
and Williams (2003) apply Kalman filter to estimate the level of potential output and its growth
rate and a restricted VAR model to estimate the cyclical dynamics of output and inflation.
Hamilton et al. (2016) use an approach consistent with that of the Laubach-Williams (LW) model,
extending it by adding a narrative approach and comparing it with the econometric methods. The
LW model was further developed and applied in international dimension in Holston, Laubach and
Williams (2017). The latter applies a reduced-form of the LW model by specifying a simple
equation relating the deviation of the actual output from its potential with its own lags, a moving
average of the lagged real interest rate gap, measured as the difference between the real federal

funds rate and the unobserved natural interest rate, and a serial uncorrelated error.

Fiorentini et al. (2018) use a similar approach, though their approach provides an augmented
version of the model, assuming stationarity of the real interest rate gap, which enables the
identification of the natural interest rate, even when either the output gap is insensitive to the real
interest rate (flat IS curve), or inflation is insensitive to the output gap (flat Phillips curve).
Moreover, Fiorentini et al. (2018) analyse the potential drivers of the natural interest rate by
estimating an error correction model. Juselius et al. (2016) expand the Laubach and Williams
(2003) model by incorporating the phases of the financial cycle of the US economy. An alternative
approach is used in Lubbik and Matthes (2015). The authors apply a time-varying parameter vector
autoregressive (TVP-VAR) model, whereby the lag coefficients of the model are allowed to vary
over time. However, this approach provides similar results to Laubach and Williams (2003).
Johannsen and Mertens (2016) impose another less constrained approach by including a notional
rate that is less than the effective lower bound during recession periods. Expectedly, this approach
provides less volatile natural interest rate estimates than those obtained by Laubach and Williams
(2003) that show a lower decline in the natural interest rate in the United States during the 2009

recession.





The empirical estimations of the natural interest rates have mostly been focused on the US
economy. However, there have been various attempts to estimate the natural interest rate for
different countries, part of the Euro Area, as well as for the Euro Area as a whole. By applying a
reduced-form LW model, Holston et al. (2017) estimate the natural interest rate for the Euro Area,
along with that for the United States, Canada and the United Kingdom. According to the reduced-
form model estimates, the natural interest rate in the euro area was highly volatile at the beginning
of the estimation period (1972-1979). Over the period 1979-1992 it was relatively stable and from
1993 it started following a persistent downward trend, reaching 0.05% pa as of December 2018
(chart 4). The estimates for the Euro Area, as well as for the rest of the advances economies, for
which the model was developed, are updated and revised backward. The results, though, and the
backward revisions remain constant with little variance of the estimations when updated with new
data.

However, the natural interest rate estimations for the Euro Area tend to be highly uncertain
depending on the models used. Fiorentini et al. believe that in general the LW model produces
accurate estimates of the natural interest rate, but the precision of the model dramatically falls
when either the output gap is insensitive to the real interest rate gap (flat IS curve), or inflation is
insensitive to the output gap (flat Phillips curve). In order to overcome these imprecisions, as both
cases are considered empirically relevant, Fiorentini et al. apply an augmented LW model,
assuming stationary interest rate gap. The estimates using this approach show similar results with
those obtained when using the reduced-form LW model, though, with lower volatility of the
growth trend. Belke and Klose (2018) apply the approach by Juselius et al. (2016) to estimate the
natural interest rate for the Euro Area and nine Euro Area countries by incorporating the financial
cycle. The results for the Euro Are as a whole show that the natural interest rate estimated by using
this approach is lower than that, obtained without taking the financial cycle into account. As
concluded by Belke and Klose (2018), this indicates that real monetary policy rates in the Euro

Area were set consistently below the natural interest rate.

Besides the estimations on the natural interest rate for the Euro Area as a whole, there have been
such made for individual member countries. Manrique and Marques (2004) apply the LW model
to estimate the natural interest rate for Germany and compare the results with that for the United
States, finding that during the pre-crisis years the natural interest rate in Germany declined, while





that in the US increased. Geiger and Schupp (2017) apply the HLW framework to estimate the
natural interest rate for Germany. Fries et al. (2016) build on Holston, Laubach and Williams and
Mésonnier and Renne (2007) to estimate the natural interest rates of the four largest Euro Area
economies — Germany, France, Italy and Spain. The four counties are modelled jointly as a closed
economy, but each of the countries is allowed to interact with the other three under a fixed
exchange rate regime. Due to the short time-span since the adoption of the euro and, thus the short
historical data, the model assumes that the stationary growth-related factor and also the natural
interest rate are driven by a single determinant, namely the growth-related factor, without taking
into account the non-growth one as in the original HLW model. Consistent with the findings of
Holston, Laubach and Williams (2017), the natural interest rates of the four individual countries
fluctuated widely around a global declining trend, showing strong co-movement between the four
countries before the 2008 recession and diverging in 2010 and 2011, before stabilizing again since
2012. Bragoudakis (2014) applies the HLW model to estimate the natural interest rate for Greece
by replacing the short-term interest rate that is widely used in the academic literature, with the

bank lending rate.

Even though the semi-structural methodological framework developed by Laubach and Williams
(2003) and Holston, Laubach and Williams (2017) dominates the literature related to the empirical
estimates of the natural interest rates for the Euro Area, the use of alternative methods has been
emerging over the past few years. Brand, Bielecki and Penalver (2018) summarize the different
methods used for estimating the natural interest rate, focused on the implications for the Euro Area.
The methods are summarized into three categories — econometric methods, overlapping generation
(OLG) models that reflect the demographic changes and DSGE models that estimate the natural
interest rate in the business cycle perspective. The OLG models capture the impact of the
demographic changes undergoing in the Euro Area countries on the natural interest rate, namely
the effects of sub-replacement fertility, decreasing mortality and increasing old-age dependency
ratio, see Krueger and Ludwig (2007), Carvahho, Ferrero and Nechio (2016), Bielecki, Brzezina
and Kolasa (2018), Kara and vion Thadden (2016), Pappetti (2018). While the results are highly
dependent on the assumptions and the model specifications, the studies using the OLG framework
conclude that the demographic changes, namely ageing population, have a downward impact on

the natural interest rates in the Euro Area.





Besides the LW framework, the econometric approaches to estimate the natural interest rate
summarized by Brand, Bielecki and Penalver (2018) include rolling window regressions, see
Jarocinski (2017) and Hamilton, Harris, Hatzius and West (2016). The results of all studies using
econometric approaches are consistent with those of the LW framework showing a persistent

decline of the Euro Area’s natural interest rate over the past twenty years.

The third category of methods used for estimating the natural interest rate is the Neo-Wickellian
approach using DSGE models. Gerali and Neri (2017) estimate a medium-scale DSGE model for
the United States and the Euro Area to generate the level of the natural interest rate for both
countries and to define the underlying factors for its development. The results confirm the tendency
of persistent decline of the natural interest rate that has started since the early 1980s in the US and

the early 1990s in the Euro Area. Similar patterns are estimated by Haavio et al. (2017).

Chart 4: Natural Interest Rate, Euro Area, % pa
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3. Model Specification

This paper estimates the natural interest rate in Bulgaria applying the Holston, Laubach and
Williams (HLW) framework, which is the most widely used methodology. It consists of a state-
space framework based on the reduced form model of Holston, Laubach and Williams. In this
framework, the Kalman filter is used to jointly estimate the natural interest rate, potential output
and the trend growth rate. The inflation and output gap dynamics are described by an open
economy version of the New Keynesian model, Gali (2008), summarized by a Phillips curve
equation (1) and an IS curve equation (2), where 1t denotes the growth rate of domestically-
produced goods prices, yt denotes the output gap, it the risk-free one-period nominal interest rate,
while k and ¢ are underlying parameters describing households’ preferences and technology,

respectively.

(1) THt = BEi[mH 1) + K

(2) gt = Et[41] — o iy — Et[mage1] — 7).

As in Holston, Laubach and Williams (2017), the estimation of the natural interest rate is based on
a simplification of the New Keynesian model using reduced-form equations and allowing for the

presence of shocks that affect the output gap and inflation, but not the natural interest rate:

2
i, ) N
(3) Ut = ay1fi—1 + ay2ii—2 + Er Zl?'r—;‘ —Ti_j) + €t
i=1
(4) = bpmig + (1 —bg)mi24 +byg—1 + €xy

The output gap yt is defined as the percentage deviation of real GDP from potential GDP

(Bt = yt - Y*1), Yt is and y*t are the logarithms of real GDP and the unobserved potential output,
respectively, rt is the real short-term rate, n: denotes inflation, where the consumer price index is
used as a proxy for the domestically-produced goods prices. The mt-2,4 is the average of the second

to fourth lags of inflation. The presence of the stochastic terms €5t and the ¢ captures the transitory

10





shocks to the output gap and inflation, while movements in r* reflect persistent shifts in the

relationship between the real interest rate and the output gap (Williams, 2003).

Based on the theoretical link between the natural rate of interest and output growth, the law of

motion of the natural rate of interest is assumed to be given by:
(%) e =g+ z,

where g is the trend growth rate of the natural rate of output and z; is the non-growth component

that captures other determinants of the natural interest rate r¢*.

The log potential output is specified as a random walk with a stochastic drift g: that itself follows

a random walk:

(6) Y*t=Y* 1+ Oe1 + gy,

(7) Ot = 0t-1 + gt

The non-growth component z; is also assumed to follow a random walk process:
8 Zt = Zt1 t+ &t

The stochastic components are assumed to be normally distributed with standard deviations cyx,
og and o, respectively and are serially and contemporaneously uncorrelated. Equations (6)-(8)

constitute the transition equations of the reduced-form state-space model.

Within the HLW framework the Kalman filter is applied to estimate the potential output y*, its
trend growth rate g, and the natural interest rate for the Bulgarian economy. However, what differs

from the HLW framework in this study is that the signal-to-noise coefficients Aq and 4, the

measures of the growth and the non-growth components, respectively, are calibrated, rather than
estimated. According to Holston, Laubach and Williams (2017), the maximum likelihood

estimates of the standard deviation of the innovations to the non-growth component oz, and the

trend growth rate, oy, are likely to be biased towards zero owing to a pile-up problem (Stock,

1994). Therefore, Stock and Watson’s median unbiased estimators are used to obtain estimates of
the signal-to-noise ratios /g = ag/ oy~ and 1. = ara,/ oy, The ratios are then estimated in a three-stage

model applied in Laubach and Williams (2003) and in the reduced-form in Holston, Laubach and
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Williams (2017). In the first step the potential output estimated by estimating Aq. This is done by
applying a Kalman filter to a model in which the trend growth rate of the economy, g, is assumed
to be constant and the output gap does not depend on the interest rate gap. Based on this estimation
of potential output, the exponential Wald statistic of Andrews and Ploberger (1994) is calculated
for a structural break at an unknown time in the growth of potential output. In the second step, the
estimated g is imposed and the real interest rate gap is included in the output gap equation,
assuming that the non-growth component z is constant, to estimate A,. In the third and the final
step, the estimated A4 from the first step and 1, from the second step are imposed to estimate the
remaining parameters by maximum likelihood. Two constraints are imposed, namely that the slope
of the IS equation ar < -0.0025 and the slope of the Phillips curve by > 0.025.

However, the limited historical data for Bulgaria makes the two signal-to-noise ratios g and 4;
difficult to be estimated accurately. Thus, as in Fries et al (2017), the model estimation requires
some technical choices related to the calibration of the parameters /g and A, following Manrique

and Marques (2004). The choice regarding the parameter calibration is further explained below.

As an open economy with tight economic relations with the euro area countries and a currency
board agreement with a currency pegged to the euro, the dynamics of Bulgaria’s natural interest
rate, as well as its determinants, are expected to be highly correlated with these in the euro area.
On the other hand, as a converging economy the trend growth rate of Bulgaria is expectedly more
volatile than that of the eurozone?. For that reason the /4 parameter is calibrated to be higher than
the estimated respective values for this parameter for the euro area in order to take into account
the specific characteristics of the Bulgarian economy. 2

The calibrated signal-to-noise ratios are used when further estimating the remaining model
parameters by maximum likelihood. However, the robustness checks of the main findings to
changes in both signal-to-noise parameters show that the results are highly uncertain and
dependent on the choices for the calibrated parameters. More details on the estimated uncertainty

are presented in the robustness analysis in section 5.

1 See Bulgarian National Bank, Economic Review, 2019/1
2 The value of the ig parameter is close to that estimated in Manrique and Marques (2004).
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4, Data

The empirical estimation for Bulgaria is based on the use of data on real GDP, nominal interest
rates, core inflation and inflation expectations in quarterly frequency. Quarterly seasonally
adjusted real GDP data at 2010 prices are obtained from the Bulgarian National Statistical Institute.
The raw real GDP data are transformed to natural logarithm. The core inflation measure used for
the estimation is the annual growth rate of the consumer price index excluding unprocessed food
and energy obtained from Eurostat in monthly frequency and then converted to quarterly average.
As in the HLW methodology, inflation expectations are calculated as a four-period moving
average of the quarterly core inflation. As in Bragoudakis (2014), a lending rate is used instead of
the short-term interest rate. The lending rate is estimated as a weighted average of the interest rates
on new loans to non-financial enterprises and households denominated in Bulgarian leva, euro and
US dollars.

5. Results

This section provides the estimation results for Bulgaria by discussing the parameter estimates and
the resulting estimates for the natural interest rate, the output gap and the trend growth rate. The

results for Bulgaria are then compared with those for the euro area.

5.1. Parameter estimates

The results of the parameter estimations for Bulgaria are presented in Table 1, while Table 2 shows
the estimates for the euro area by Holston, Laubach and Williams (2017) for comparison. The
estimates for Bulgaria are based on a sample of 80 quarters from 1999 Q1 to 2018 Q4. While
longer historical data are available for the selected indicators, the extremely high values for
inflation and nominal interest rates during the period of hyperinflation in Bulgaria in 1996-1997

make the parameter estimations irrelevant if that period is included.

The results show that the two slope coefficients ar and by have the expected sign, but are not
statistically significant. However, as pointed out by Belke and Klose (2019), especially with

respect to ar, a similar problem is encountered by most of the studies for the euro area, see also
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Messonier and Renne (2007), Garnier and Wilhelmsen (2009), Belke and Klose (2017). The low
levels of the two slope coefficient suggest that the output gap and the real interest rate gaps are not
well identified and there is a high uncertainty over the estimates of both. However, as shown in
Holston, Laubach and Williams (2017), high levels of both parameters do not make the estimation

of the natural interest rate more precise.

The average standard error of the potential output and the natural interest rate for Bulgaria are
estimated at 0.943 percentage points and 2.622 percentage points, respectively, while the once for
the euro area estimated by Holston, Laubach and Williams (2017) are 2.561 percentage points and
6.038 percentage points. The average standard error of the trend growth, though, is estimated to
be higher for Bulgaria than for the euro area.

The three indicators — inflation, potential output and the output gap - are less explained by their
own lags compared to the estimations for the euro area with all three of them having higher

standard deviations (oy, oz, 6y*).

Table 1: Parameter Estimates for Bulgaria

Parameter Estimate t-stats S.E.

Ag 0.19 Calibrated Calibrated
2 0.02 Calibrated Calibrated
ay1 1.499 11.992 0.148
ay2 -0.513 6.135 0.130
ar -0.003 0.075 0.033
b, 1.189 17.796 0.068
by 0.025 0.329 0.076
oy 0.775 2.922 0.126
Ox 1.255 11.536 0.111
oy 0.700 6.190 0.085
Standard Errors (sample average)

r* 2.622 - -

g 5.213 - -

y* 0.943 - -
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Table 2: Parameter Estimates for the Euro Area*

Parameter Estimate
g 0.031
Az 0.040
ar -0.036
by 0.065
oy 0.290
On 1.001
oy* 0.400
r* 3.943
g 0.240
y* 1.676

*Estimates by Holston, Laubach and Williams (2017)

5.2. Output Gap and Trend Growth

The HLW framework used in this study estimates the unobservable potential output and thus
allows to estimate the output gap as well. The results of the one-sided estimation of the output gap
for Bulgaria are shown in Chart 5a. The estimation shows that starting from 2001 until the global
financial crisis the output gap had changed from negative to positive, reaching a peak of 2.8% in
Q3 2008. Then, due to the effect of the global financial crisis and the European debt crisis the
output gap gradually changed from positive to negative. Since 2015, the output gap trend has
reversed and the economy has been gradually entering an expansionary phase.

The trend growth for Bulgaria is also estimated and the results are displayed in Chart 5b. The trend
growth is increased from around 4% in 2001 to above 6% in 2008. Then, due to the effects of the
global financial crisis and non-favourable demographic trends the trend growth rate has

substantially decelerated.

The dynamics of the estimated output gap of Bulgaria is highly correlated with that of the euro
area as estimated by Holston, Laubach and Williams (2017). Though, based on these output gap
estimations the turning points of the business cycle of Bulgaria are lagging behind that of the euro

area. Also, the output gap of Bulgaria during the estimation period is more volatile than that of the
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euro area as shown in both the chart analysis and the estimated standard deviations displayed in
Table 1.

The estimated trend growth rate for Bulgaria is also more volatile compared to that of the euro
area. While the euro area trend growth rate, as estimated by Holston, Laubach and Williams
(2017), has been on a secular decline trend since the early 1990s, the trend growth for Bulgaria
averaged at around 5% in 2000-2008 and dropped sharply to an average of around 2.5% in the
post-crisis 2010-2018 period. However, despite the substantial decline since the global financial
crisis the trend growth rate of Bulgaria remained higher than that of the euro area, though, the gap

between both has significantly narrowed.

The results for the output gap and the trend growth rate for Bulgaria are consistent with previous
studies. The output gap and the trend growth rate were estimated in Bulgarian National Bank’s
(BNB) Economic Review, issue 1/2019. According to the BNB’s estimations, the output gap of
Bulgaria had been negative since the global financial crisis until 2016 when the economy entered
a period of moderate expansion. In 2018, the output gap remained positive, but slightly declined.

The estimations made in this study confirm the conclusions made by the BNB.

Regarding the trend growth rate, according to BNB the potential growth rate had been accelerating
in the 2000-2008 and decreased in 2009-2013. However, since 2013 the trend growth rate has
accelerated again, the BNB’s estimations showed. These estimations are also confirmed by the

present study.
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Chart 5: Output Gap (left-hand) and Trend Growth Rate (right) for Bulgaria and Euro Area, %

4 7
3
6
2
5
L AN
0 ’\ 4
N T
-lf\_\v/‘l 3
-2
2
-3
1
-4
-5 0
O =AM TN Y VR BEDO A N®m TN OO~ ® O = A M T N YYD O A NMm TN Y O~ ®
i?g?fif?g?fijﬁzﬂjijﬂzﬂj ?939332939331‘7‘;‘7‘1“;‘1“7‘;‘7‘2
T 5333785383z 8583833F853 %8¢z I £33 3FEER S35 R e85 8¢8¢3
2 -z w S 22w S =Sz wn S 2=z v 2 =2 w S 22 zZw S Z-zZ 0w S 252w

e B |garia Euro Area e B 1| g1 i3 Euro Area

Source: Holston, Laubach and Williams (2017), author’s calculations

5.2. Natural Interest Rate

In 2000-2008, the natural interest rate substantially increased, peaking at above 8.5% pa in 2008
Q2. Since the global financial crisis, the natural interest rate had experienced a rapid decline until
2014. It was also affected by the widened negative output gap in 2011-2014 triggered by the
European debt crisis, plummeting from 2.5% pa at the end of 2018 to -1.6% pa in 2014 Q1. The
estimated natural interest rate for Bulgaria has rebounded after hitting a trough in 2014 Q1. As of
2018 Q4, the natural interest rate is estimated to stabilize at 2.6% pa. The chart analysis of the
estimated determinants of the natural interest rate shows that the rebound that started since 2014

was to a great extent accounted for by the estimated output gap and its improvement over that
period.

During the estimated period, the dynamics of the estimated natural interest rate of Bulgaria is
highly correlated with that of the euro area. The one for Bulgaria, though, is much more volatile
than the euro are natural interest rate as estimated by Holston, Laubach and Williams (2017). Also,
the estimated natural interest rate for Bulgaria and euro diverge at the beginning and at the end of
the estimation period, which may be due to the end-of-sample bias of the Hodrick-Prescott filter

used for the output gap estimation. The natural interest rates for both have increased since 2014,
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but the growth for Bulgaria has been higher due the acceleration of the three of its determinants —
trend growth (g), output gap () and non-growth components (z).

Chart 5: Natural Interest Rate for Bulgaria and Determinants, % pa
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5.3. Robustness

Robustness analysis of the estimations for Bulgaria are performed by calibrating signal-to-noise
ratios obtained from other empirical studies for the euro area that apply the HLW framework. The
estimations for natural interest rate, output gap and trend growth rate are presented in Charts 6 and
7 and the average sample error of the estimated parameters are displayed in Table 3. The results
confirm the uncertainty of the estimations and the sensitivity of the results for the choice of
calibrated signal-to-noise parameters /g and /.. The models with calibrated low A4 tend to estimate
a more volatile output gap and less volatile trend growth rate. As such, the models with lower Aq
underestimate the output gap for Bulgaria in the post-crisis period and overestimate the trend
growth rate. On the other hand, models that calibrate too high value of 1, tend to make the

estimation of the natural interest rate too reliant on the non-growth component z, which affects the
uncertainty of the estimate.
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Table 3: Average Standard Errors, Calibrated Ay and A,

Manrique and Holston, Laubach and  Belke and Klose Fiorentini et al.
Parameter Marques (2004) Williams (2017) (2019) (2018)
g 0.19 0.033 0.1176 0. 043
Az 0.02 0.036 0. 0006 0. 013
r* 2.622 3.693 2.438 3.543
g 5.213 12.128 0.973 4.413
y* 0.943 0.520 0.7125 0.526

6. Conclusion

As concluded by the related literature review, the estimation of the natural interest rate is highly
imprecise and sensitive to the model specification and the methodology used. The largest
uncertainty originates from the choice of the calibrated signal-to-noise ratios. However, despite
the uncertainty over the accuracy of some of the estimated parameters discussed in section 5, the
empirical results for Bulgaria presented in this research are solid enough and in line with estimates
of the related studies.

During the estimated period, the natural interest rate of Bulgaria is highly correlated with that of
the euro area, but the time variation appears to be higher. In the first nine years of the estimated
period, 2000-2008, the natural interest rate for Bulgaria substantially increased in 2000-2008 and
experience a rapid decline until 2014 influenced by the effect of the double-dip recession in the
euro area on the output gap of Bulgaria. Since 2014, the natural interest rate has increased driven
by the positive development of the output gap. According to the estimates, the negative output gap

has gradually narrowed since 2014 and the economy entered an expansionary phase in 2018.
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The estimated trend growth rate of Bulgaria has been higher than that of the euro are during the
entire estimated period. However, the trend growth has declined since 2008 and further decelerated
since 2011.
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Abstract

This paper characterizes business cycle synchronization across European Union Member States and
presents updated estimates for supply and demand shocks for EU countries. The main focus of the
study is on explaining the development and business cycle synchronization of the Bulgarian economy.
A number of descriptive statistics and different measurements, indices and correlation coefficients are
reported and point to overall positive developments. A structural VAR is used to characterize output
fluctuations — for Bulgaria most of the fluctuations can be explained by global and regional shocks. 1
compute business cycle synchronization measures along the classical Blanchard-Quah decomposition for
all EU Member States. The Bulgarian economy is moderately well synchronized with the business cycle of
the Euro area, but even more highly synchronized with that of Germany. Furthermore, I report aggregate
demand and aggregate supply shocks for all EU countries to explore the changes in synchronization in
the post-crisis period in relation to the pre-crisis period. The results are mixed with some countries from
the EMU periphery and non-Euro countries diverging, while other new EU countries converging in their
business cycle synchronization to Germany. I discuss how data specification affects these results and find
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1. Introduction

In this paper I focus on the central question of convergence and synchronization of the business cycles
of individual Member States in the European Monetary Union. It focuses on the facts and factors of
business cycle synchronization in the case of Bulgaria, but extends and complements previous analyses
on whether business cycles across EU Member States are becoming more or less synchronized. To the
best of my knowledge, this is the first paper to document estimated business cycle shocks via the same
methodology for the pre-crisis and post-crisis period. These can be used to make conclusions on whether
different country groups have diverged or converged in their output fluctuations. I concentrate on business
cycle facts regarding the case of Bulgaria and on disentangling how the business cycle synchronisation of
Bulgaria has changed. Firstly, I characterize the development of Bulgaria through the past two decades
through a number of statistics and indices. This includes reporting moments of the distribution of GDP
growth and inflation, a beta convergence graph, correlation coefficients on economic activity and a num-
ber of indices used in the literature to characterize transition economies. In a second step, I provide new
estimates about aggregate supply and demand shocks as a measurement of business cycle disturbances
in Bulgaria and all other EU economies. I provide decomposition for Bulgaria of the output fluctuations
caused by global, regional and country-specific shocks. To examine demand and supply shocks the litera-
ture has made use of the seminal study by Bayoumi — Eichengreen (1993). I implement this approach to
all EU Member States and differentiate the periods before and after that global financial crisis to examine
whether different patterns emerge in different country groups. Finally, I analyze how the results obtained

can be explained by different factors.

There are many dimensions through which one can inspect the long-term developments of the European
Monetary Union and separate EU Member States. I focus on exploring business cycle synchronization as
a framework to analyze how well a country is embedded in the business cycle of a currency union. The
obtained aggregate demand and supply shocks for Bulgaria are compared with those of Germany and
the Euro area. A possible divergence or convergence of the business cycle has important repercussions
for the overall optimality of the current institutional architecture of the EMU. If business cycle shocks
have become more synchronized across EU Member States, as the endogenous optimal currency theory
predicts, then monetary policy should be the most suitable tool to smooth such shocks. If idiosyncratic,
Member State-specific shocks have become more frequent and more articulated, this would contradict
the theory that the currency area has become more synchronized and would point to the need of other
institutions, that can properly address idiosyncratic shocks. Thus, the estimated results can be useful in

current discussions around the architecture of the currency union.

11. Literature review

Debates on the repercussions of establishing a common currency as part of the European Union project
have been at the forefront of economic policy discussions for decades. As is well known, Mundell (1961)
was one of the first to question whether the European Monetary Union would be a suitable architecture,
based on the criteria of the optimal currency area theory. According to the optimal currency area the-
ory (Mundell, 1961; McKinnon, 1963; Kenen, 1969), a number of countries are suited to join a common
currency if they have the necessary level of trade and financial integration and similar structure of the
economy. This would mean that the business cycles of these countries are synchronized so that macroe-
conomic will be similar. This makes it possible for the common monetary policy to be used effectively
for stabilization purposes in all countries. In such a case, the central bank policy would be suitable and
neither too lax for some, neither too tight for other countries. This would mean giving up sovereignty
in monetary policy comes with relatively low costs. Additionally, to absorb other heterogeneous shocks,
a well functioning optimum currency area demands a high degree of labour mobility — which was always

relatively low in the European Union, in comparison to the United States.





An important counter-argument has been that it is not necessary for synchronization to be well advanced
for the optimal currency area to survive in the long-run. According to the endogenous optimal currency
area (OCA) theory (Frankel — Rose, 1998), countries that form a currency union will increase their trade
linkages — which should lead to higher business cycle synchronization in time — the so-called Rose effect
(Rose, 2000; Frankel — Rose, 2002; Frankel, 2008). This effect is characterized by the fact that the
decreased volatility in exchange rates due to the conversion to a common currency will have a positive
impact on trade by reducing uncertainty. This can then lead also to a better synchronization of the
business cycle. The size of the positive effect from European integration on trade though has been put
under question, especially as the currency unions in question in the seminal Rose sample were mostly
small, poor and remote. Anderson — Van Wincoop (2001) e.g. use more robust estimation methods to
present evidence that the expected large effects on trade have not materialized. While Rose famously
pronounced that as much as a tripling of trade could be expected from the currency union, subsequent
studies have reduced the size of the estimated effects. Rose — Stanley (2004) point to an estimated
effect of around 50% increase, while Micco — Stein — Ordonez (2003) and Baldwin (2006) give even more
modest, but still important increases in trade of between 5% and 15%. Bocola (2006) uses a panel of
European countries and estimates that although bilateral trade is an important factor for explaining real
comovement of macroeconomic variables, its effect weakens when macroeconomic policies are similar or
converging throughout countries, therefore implying the possible endogeneity of the instrumental variables
used by Frankel — Rose (2002). Interestingly, Glick — Rose (2015) also rebute their previous expectations
showing evidence that the effect of the common currency on the increase in trade was lower. Summaries
on the effects of the euro on trade linkages and financial integration can be found in Lane (2006), Santos-
Silva — Tenreyro (2006) and Kalemli-Ozcan — Papaioannou — Peydré (2010). While many studies point
towards a growing synchronization in the 90s and the first decade of the European Monetary Union
(Angeloni — Dedola, 1999; Massmann — Mitchell, 2003; Darvas — Szapdry, 2005; Afonso — Furceri, 2008)
and thus to the validity of OCA theory, development in the period after the Global Financial Crisis seem

to be more mixed and raise doubts of divergence of business cycles.

One of the crucial mechanisms through which divergence might occur revolves around whether trade effects
resulting from integration are predominantly intra-industry or inter-sectoral in the common currency
area. If countries concentrate only on their comparative advantages when they become a part of a
common currency, then trade will only increase inter-sectorally and the country economy will become less
diversified, so shocks would be asymmetric. However, some empirical evidence, e.g. Imbs (2004), show
that it is intra-industry trade that is mostly affected and increases and thus drives convergence in the Euro
area. Imbs (2004) reports the results of systems of simultaneous equations between trade in goods, trade
in financial assets, specialization and business cycle synchronization. He finds out that the overall effect of
trade on synchronization is strong and most of it comes from intra-industry trade. Furthermore, financial
integration contributes to more synchronization, as should be the case in the EMU. For the specific case of
Bulgaria, the former could be of high significance as Bulgaria is well integrated in the EU banking system,
with around 70% of banking assets belonging to EU based-bank subsidiaries. In a recent contribution,
Imbs — Pauwels (2019) explore the convergence in GDP and consumption of core EMU countries. They
explain it via bilateral export intensity between countries, measuring it through input-output linkages?.
Aggregate trade statistics may miss such linkages, as export intensive sectors that serve downstream
sectors and only then trade between each other, are mismeasured in typical statistics. By measuring the
proportion of the sector’s value chain directed towards exports, the authors address this issue and find
export intensity is especially high in the core of the EMU, much higher than between the US or China
and the rest of the world. This can robustly explain bilateral trade correlations at the sector-level, better
than traditional trade statistics. This approach can thus be more appropriate for explaining convergence

in the EMU. In terms of consumption convergence, convergence is also very significant and according to

?Expanding this study to Eastern European countries will be an interesting exercise to follow how their trade structure has
contributed to their convergence in GDP. However, the necessary data to do so — from the World Input-Output Data, is not
available for these countries yet.





the authors it is stronger for the core EMU countries than that in the USA.

From a theoretical side, a number of economists have long forewarned that the opposite of the business
cycle synchronization, documented in the empirical studies above, might happen. FEichengreen (1992),
Bayoumi — Eichengreen (1993) and Krugman (1993) argue that the higher trade integration would lead
to more specialization in specific goods and services for each country, but that would reduce the synchro-
nization of common shocks between Member States. There has been a revised interest in this channel in
recent years, as 25 years of actual evidence from the European Monetary Union give more insight into
actual output developments that have followed the creation of the common currency (Bayoumi — Eichen-
green, 2017; Campos — Macchiarelli, 2016). If the EMU has not significantly contributed to the relative
importance of intra-union trade in comparison to overall trade with the rest of the world, this weakens
the argument that the trade channel will be enough to endogenously make the Euro area more cohesive
and thus better suited as an optimum currency area (Lane, 2006). In line with the possible challenge of
specialization as discussed by Krugman (1993), the increase in external trade linkages might have actually
increased the scope for asymmetric external shocks across the Euro area. It is therefore important to have
a good measure of the asymmetries of business cycle shocks to assess properly these channels. Alongside
the direct trade effects of the common currency, the EMU might have also affected the productive poten-
tial and the structure of the economies, which is a decisive factor for long-term supply side shocks. The
economic complexity index, developed by Hidalgo — Hausmann (2009) describes the productive capacity
of countries by examining in detail their exports. Recent evidence by Grabner et al. (2018) uses this data
on economic complexity to analyze how the ECI was affected by the economic openness shock of joining
the EU and then the EMU. If some Member States have experienced lack of convergence in terms of their

economic complexity, this might explain a lack of convergence on the supply side.

The European monetary union with its combination of common monetary policy and rules plus discretion
in fiscal policy matters is a unique economic structure. While in the lead-up to the global financial crisis
there was evidence of convergence and synchronization of the business cycles of individual countries, this
pattern has been put under question in the aftermath of the crisis, as core and periphery countries have
widely diverging economic performance since 2009. Therefore enhanced evidence is needed to contribute
to the ongoing debates on the future of the EMU.

III. Descriptive measures of the Bulgarian economy and its

alignment with the Euro area

In this section, a number of descriptive measures regarding the trends of the Bulgarian economy and its
trade structure are provided. I concentrate on variables describing the real economy and trade patterns
of the country. This includes reporting simple moments of the distribution of GDP growth and inflation,
a beta convergence graph, simple correlation coefficients on economic activity and a number of indices
used in the literature to characterize transition economies. The Bray-Curtis Index describes the structural
similarity between sectoral contributions to total value added in the specific economy and in the Euro
area economy, and therefore can be seen as a representation of the production structure of the country
in question. The Grubel-Lloyd Index of intra-industry trade is used to describe the structural similarity
in terms of international trade and can be used to demonstrate the specialization of the economy and
how this relates to risks of external asymmetric shocks. The Economic Complexity Index and ranking is
reported as a proxy for the supply side productive potential of the country. To understand better these
measures, a short description of the recent history of the Bulgarian economy and its current state of
integration to the monetary institutions of the Euro area is needed. In what regards the background and
specifics of the Bulgarian economy in relation to the European Union and the Euro area, Bulgaria has
entered a currency board arrangement first to the German mark and subsequently to the euro as of July 1,

1997 after the turbulent years and severe banking crises in the 1990s. The currency board has successfully





Strand of the litera-
ture

Seminal papers

Specifics/main findings

Business cycle syn-
chronization across
common  currency
areas

Blanchard — Quah (1989)

Introduce the bivariate Blanchard-Quah identification
approach to decompose aggregate demand and aggre-
gate supply shocks

Bayoumi — Eichengreen (1993)

Implement the Blanchard-Quah approach in a frame-
work with GDP and inflation to analyze business cycle
synchronization in the US and the Euro area

Bayoumi — Eichengreen (2017)

Update their previous estimates in a framework with
GDP and inflation to analyze business cycle synchro-
nization in the US and the Euro area after the intro-
duction of the Euro

Campos — Machiarelli (2016)

Update Bayoumi — Eichengreen (1993) and extend it
via a specific over-identification restriction

Country-specific
business cycle syn-

Brixiova — Morgan — Worgotter (2008)

Country-specific estimation of business cycle synchro-
nization for Estonia

chronization

Business cycle synchronization estimates for Eastern
European countries through the Blanchard-Quah ap-
proach

Reports considerable role of financial and trade inte-
gration for business cycle synchronization

Fidrmuc — Korhonen (2004)

Factors of business
cycle  synchroniza-
tion and convergence

Imbs (2004)

Rose (1998) Estimate significant effects of a common currency on
bilateral trade, up to a tripling up of volumes
Downward revision of the expected effects of a com-
mon currency on trade volumes

Role of financial integration can be state dependent

Glock — Rose (2015)

Imbs (2011)

Table 1: Overview on the literature on business cycle synchronization in the European Union used in this study and some
of the theoretical mechanisms explaining it. Note: Significant uncertainty and ex-post revisions in the positive effects of
the main channels in question.

acted as a stabilizing instrument, but has also meant giving up fully control over the exchange rate of
the Bulgarian lev and autonomous monetary policy in order to keep the currency board and enhance
credibility. In such a case, the money supply is endogenous and only based on exchanging domestic
currency at the fixed rate of conversion to the euro. The Bulgarian currency board regime however, as
argued by Nenovsky — Hristov (2002), still provides some opportunity for intervention through unorthodox
measures, as it allows the requirements for minimum reserves for commercial banks to be amended by
the central bank to changing conditions. Such new generation currency board regimes, implemented in
other countries such as Hong Kong, Estonia, Lithuania and Argentina, can preserve the ability of the
central bank to intervene as a lender of last resort if the case of a systemic crisis. Even so, the currency
board arrangement in Bulgaria has limited considerably the policy space for the central bank and binds
it to follow the policy stances of the central bank of the reserve currency — the European Central Bank.
In this case, it is essential how well the business cycles of the currency union and the local country are
synchronized, so that the union-wide policy is also optimal for the pegged country. The goal of this study
is to assess the business cycle synchronization of Bulgaria in comparison to the core of the Euro area and

Germany as the central country in the EMU.

I start by describing the real side of the Bulgarian economy and a number of macroeconomic variables,
using data from Eurostat and the National Statistical Institute. To describe the production structure of the
economy, I use AMECO data on production structure by sectors. It measures the share of the particular
sector (agriculture, manifacture, construction and services) in the total value added of the country. This
data is used for calculating the Bray-Curtis Index below. For constructing the Grubel-Lloyd Index, the
data is gathered from Eurostat Comex Trade database. Where possible, I gather comparable data from
the same sources. The Atlas of Economic Complexity dataset and visualisation tools are used to present

some of the trade characteristics of the Bulgarian economy.

The Bulgarian economy has undergone significant economic and structural changes throughout the past
decades and since it entered the EU in 2007, but its per-capita GDP level is still the lowest of all EU

Member States. During the pre-crisis period growth rates were relatively high, at above 5% on average,





as in most Eastern European countries, but these have been followed by moderate growth rates in the
years after the Euro area recessionary period. This has also renewed the discussion whether significant
differences in growth rates between Member States are based on cyclical conditions or underlie more
important structural differences. This question however was not only stated as part of the convergence
issue between Western and Eastern Europe, but even more profoundly regarding a possible divergence
between the core and periphery economies of the EMU. This has also put under consideration the pre-
crisis convention that the common currency and the common market will automatically ensure optimal

factor reallocation that would ensure growth and convergence at a sufficient pace.

As a first look at the economic performance for the case of Bulgaria, I start with a simple beta conver-
gence analysis in Figure 1. According to the neoclassical beta convergence theory (as developed by e.g.
Solow (1956), Baumol (1986) and Barro — Sala-i-Martin (1992)), countries that are initially poorer would
grow at a higher rate in comparison to richer countries due to factor movement towards higher returns,
therefore converging to them in the long-run. This assumes that empirically a negative relationship be-
tween GDP growth per capita and the initial level of GDP should be observed. To explore this for the EU
countries, Figure 1 plots the initial level of real GDP per capita in each EU Member States in year 2000
and the following growth rates. The initial level of real GDP per capita is taken in relation to the average
EU real GDP per capita in year 2000. The expected negative relationship can be observed. Bulgaria
is slightly below the fitted negative line, pointing that it has been underperforming in economic growth
rates than what can be expected by the average relationship. This relationship can however be biased due
to outlier countries such as Ireland and Cyprus. Turning to recent years, one could see Bulgaria has had
moderate growth rates, similar, but not higher than countries in comparison. The cumulative growth of
real GDP per capita in Bulgaria (Figure 2) for the period 2013 — 2018 shows the growth rates were lower

or similar to other Eastern European countries.
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Figure 1: 8-Convergence in EU Member States, 2000 — 2018, Note: I consider here as CEE countries: Lithuania, Romania,
Bulgaria, Latvia, Estonia, Slovakia, Poland, Hungary, Croatia, the Czech Republic and Slovenia; as EMU periphery:
Portugal, Spain, Cyprus, Ireland, Italy and Malta; as old and/or core EMU: Germany, Denmark, Netherlands, Austria,
France, Belgium, Finland, Sweden and The UK; Authors calculations.

The current structure of the Bulgarian economy in terms of the major components of GDP and employ-
ment are presented in Figure 3 and Figure 4. Figure 3 presents the composition of GDP by the sector of
origin and shows that the Bulgarian economy is dominated by the service sector, while Figure 4 presents
the composition of the labor force by sectors and points similarly to the importance of the service sector.
To describe the production and trade structure of Bulgaria I calculate and report two standard measures

used in the literature. Firstly, the Bray-Curtis Index is used to describe the structural similarity of the
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Figure 2: Cumulative Growth of real GDP per capita for CEE economies, 2013 — 2018. Source: Eurostat.
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Bulgarian economy to that of the Furo area. The Bray-Curtis Index is a distance index and is calculated

as:
N
21:1 |xij — Tk

djr = N
>im (@i + Tik)

where x;; denotes the share of sector i in the value added in country j. The entities in question are Bulgaria
and the Euro area as a whole and respectively a number of other countries are used for comparison. N
denotes the total number of sectors used for the calculation. The index can thus take values between 0
and 1 and since it measures the distance between two countries, a lower value indicates a higher similarity
and can be deemed as an improvement in this case. Figure 5 presents the calculated Bray-Curtis Index
for Bulgaria, a number of countries perceived as similar to Bulgaria (Romania, Slovenia and Poland) and
two more advanced, old EMU core countries — Austria and France. It is calculated using four main sectors
— agriculture, industry manufacturing, construction and services. This is the broadest level of aggregation
— the index takes lower values when calculated using broad levels of aggregation such as sectors. It will
result in higher values if we take more detailed aggregation into account. According to the index, the
production structure of Bulgaria has improved and has become more similar throughout the past two
decades — reaching relatively low values of the Bray-Curtis Index from 0.32 in 1997 to 0.09 in 2018. The
values are slightly lower than those measured for Slovenia, Romania and Poland and interestingly similar
to those of France. Austria however has much lower levels, with a value of the index of 0.04 for 2018.
These conclusions are similar to those by Briziova — Morgan — Worgétter (2010), which find that Estonia

has also converged in terms of the Bray-Curtis Index to the more advanced old Euro area countries.

In terms of trade integration, I examine the developments of Bulgarian imports and exports for the past

two decades. Trade volumes and trade integration for Bulgaria have increased considerably, which can
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Figure 5: Bray-Curtis Index for Bulgaria and other Euro area member countries, 1995 — 2018. Note: The production
structure of Bulgaria has improved and has become more similar to the Euro area throughout the past two decades —
reaching relatively low values of the Bray-Curtis Index from 0.32 in 1997 to 0.09 in 2018. The values are slightly lower than
those for Slovenia, Romania and Poland and similar to those of France, Authors‘ Calculation. Source: Eurostat.

be seen as automatic characteristic due to the catch-up process and due to lower factor prices, but also
was positively affected by the currency board regime. The currency board regime has effectively removed
exchange rate risks, thus increasing the credibility of trade relations. Further positive contributions have
come from the accession in the European Union in 2007, which was already signed and announced in 2005.
Finally, in the period before the global financial crisis, Bulgaria has profited from significant stocks and
inflows of FDI and from getting embedded in Global Value Chains. In recent years however, the inflows

of FDI in the country have declined, as discussed below.

Figure 6 and Figure 7 present the trends in imports and exports for the Bulgarian economy from 2000 to
2017 with a focus on the composition of trade in terms of SITC categories. These graphs are obtained
from the Economic Complexity Atlas®. Import volumes for Bulgaria have grown steadily until 2008, then
contracted significantly in the aftermath of the global financial crisis, and have partly recovered, but have
not yet reached the pre-crisis levels. Annual imports amounted to around 41.1$ billion in 2017. The
biggest contribution in the growth of imports in recent years has come from fuels, machinery and vehicles
and services. On the export side, the growth in exports has been more significant and the contraction
during the crisis has been relatively dampened. Annual exports reached about 41.5$ billion in 2017. In
recent years, the contribution to this growth has come mainly from services, with material manufacturing
and vehicles and machinery slightly behind. Furthermore, Figures 22 and 23 in Annex A provide a
more detailed view on the product categories for Bulgaria‘s exports and imports in 2017. In addition to
that, imports and exports to the other European Union Member States are of major significance for the
Bulgarian economy, for which EU countries are the main trading partner. Figure 8 presents the trends
of imports and exports of Bulgaria with the rest of the EU in the last three decades. Importantly, the

trading balance has been consistently negative, but has stabilized in recent years.

To take a closer look whether increased trade relations have been accompanied by a deepening of the
complexity of Bulgarian exports, I use the Economic Complexity Index for Bulgaria (Figure 9), developed
by Hidalgo — Hausmann (2009). The Economic Complexity Index (ECI) performs as a good indicator both
for current and future productive potential of an economy (Hidalgo — Hausmann, 2009). It measures the
technological capabilities and thus long-term prospects of a country by its exported goods and services,

which can be viewed as proxy for the technologies and ideas in an economy. The ECI uses data on

3The Growth Lab at Harvard University, 2019, "Growth Projections and Complexity Rankings"
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Figure 6: Imports of Bulgaria by product category, 2000 — 2017. Source: Atlas of Economic Complexity.
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Figure 7: Exports of Bulgaria by product category, 2000 — 2017. Source: Atlas of Economic Complexity.
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exports and describes the country’s economy along the lines of two dimensions — how “diverse” and how
“ubiquitious” its export products are. It delivers a well performing indicator for current, as well as future
GDP growth (Hidalgo — Hausmann, 2009). If the technological capabilities of EU countries are very
uneven — or have even widened - that will make convergence in the EMU difficult. In terms of economic
complexity, the Bulgarian economy has lost positions in the overall ranking in recent years. With an
Economic Complexity Index of 0.348 it has the 48th most complex economy in the world. It exports
348 products with revealed comparative advantage, which means that its share in global exports of these
products is higher than would be expected from the size of the export sector and the global market for
these goods. The lost positions in the ranking lead to the conclusion of a worsening on the supply side in

relative terms, especially towards other EU Member States, most of which are in front of Bulgaria in the
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ranking. This is most obvious in the comparison to other CEE countries, provided in Figure 11.

Next, I measure the Grubel-Lloyd Index for Bulgaria as another measure of the structural characteristics
of an economy, describing the intensity of intra-industry trade for goods or services in and out of a country.
In the literature, intra-industry trade is considered to be of utmost importance for EU integration for
two reasons: First, it is a tool for achieving more synchronized business cycles and as a consequence
for reducing the effects of asymmetric shocks. Second, researchers find that intra-industry trade is a
crucial determinant of competitiveness and positive current account balances (Dautovic — Orszhagova —
Shudel, 2014). Tt is calculated using the formula:

IIT; ap = 100 * (1 — |X_M|)

Xi+ M;

where X; and M; are the exports and imports of the specific industry respectively. Thus, a value of
1IT; sp of 0 means that the country either only imports or exports the particular goods, while a value
of 1 means that the imports and exports of the good are of the same quantity. For the calculation, I
use data from the European Commission Comext database on international trade, starting at the level
of aggregation of SITC2. Figure 10 thus presents the Grubel-Lloyd Index for Bulgaria for 2000 — 2018.
The values of the index for total trade have increased in the past years although the very last observation
points to a decline. The values are overally very high. These however differ significantly throughout the
different SITC categories and are the highest when taking the highest aggregation level as in this case.
Since other aggregations levels will deliver lower results automatically, what is important is the trend
towards an increasing value of the index for Bulgaria, which points to an improvement of the economy
in terms of the intensity of intra-industry trade. The exact values for the index throughout all SITC2

categories are reported in Annex A.

Grubel LLoyd Index for Bulgaria, according to SITC2 categories
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Figure 10: Grubel-Lloyd Index of intra-industry trade for Bulgaria with the European Union, 2000 — 2018. Note: The
values for total trade have increased in the past years. The values are overally very high. These however differ significantly
throughout the different SITC categories. Source: European Commission Comext Data.

Finally, Foreign Direct Investments (FDI) have been seen as crucial for supporting growth rates and
faster convergence for transition economies. In the case of Bulgaria, they have also been discussed as a
source of stability, partly limiting capital flight during the aftermath of the financial crisis, as described
by Sitz — Adzhemova — Pekanov (2013). FDI inflows in recent years have been however low in comparison
to historic standards. The levels of FDI inflows that accompanied EU accession of Bulgaria were however

extraordinary high and therefore it was not expected for them to continue at that level. FDI stocks
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Figure 11: Foreign Direct Investments and Remittances as percent of GDP for Eastern European countries, 2017. Source:
World Bank.

are still currently relatively high in comparison to other New Member States. Remarkably, the inflows
of remittances have become as high as the inflows of FDI in recent years — a phenomenon that can be

observed in other Central and Eastern European countries as well (Figure 11).

Simple correlation analysis and correlation of economic activity

Before advancing to the more advanced part of the study, a useful exercise is to report through a simple
analysis the correlation between the two main variables of interest in the framework used below — real GDP
and inflation, with these of the Euro area. Real GDP and inflation are the two variables of interest in the
approach by Bayoumi — Eichengreen (1993), on which I base my estimations of permanent and temporary
business cycle shocks in the next section*. Table 2 reports the correlation and standard deviation of real
GDP growth and inflation of individual countries with these of the Furo area. The calculation is based
on quarter-on-quarter differences in the logarithms of seasonally adjusted data. These statistics help
form priors about the more sophisticated business cycle decomposition made below. Bulgaria seems to
have a relatively moderate correlation in terms of GDP growth with that of the Euro area. Although
the correlation coefficient is not very high — 0.45, in comparison to older EU Member States, it is still
higher than that of some of the Baltic countries (Lithuania and Latvia) and much higher than the outliers
Slovakia and Poland. As expected, the correlation of country GDP and Euro area GDP is much higher for
the older, bigger EU Member States. In terms of inflation, results are similar, with new Member States
having a lower correlation to Euro area inflation and higher standard deviation. The significance of the

correlation coefficient is marked *** and ** for the 1% and 5% significance levels.

As a conclusion of this section, we can point out that real convergence in Bulgaria has been ongoing,
however higher rates would be needed for a sustainable catch-up to the older EU economies, especially
to the core of EU. The structure of the economy in comparison to the Euro area, described by the Bray-
Curtis Index, has been improving. Trade has expanded vastly in the recent two decades and seems to be
improving along the Grubel-Lloyd Index. The economy has however not deepened in the complexity of
products produced and exported and is underperforming along that dimension, at least along the measures

given by the Economic Complexity Index. There has lately been a significant decrease in Foreign Direct

“The classical study of Blanchard — Quah (1989) on the other hand uses unemployment instead as a demand side variable.
I explore unemployment as an additional robustness check in Annex D.
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Country Correlation Standard Deviation  Correlation  Standard Deviation

GDP Growth GDP Growth Inflation Inflation
BG 0.445%** 0.013 0.764%** 0.038
DE 0.803%** 0.008 0.876%** 0.008
EU19 0.891%** 0.006 1.000*** 0.009
BE 0.633*** 0.005 0.819*** 0.011
CZ 0.661*** 0.009 0.726%** 0.017
DK 0.347*%* 0.009 0.827*** 0.010
EE 0.468*** 0.021 0.830%** 0.025
1E 0.297%** 0.033 0.680*** 0.020
EL 0.390%** 0.016 0.742%** 0.019
ES 0.663*** 0.007 0.939%** 0.015
FR 0.778*** 0.005 0.948*** 0.009
1T 0.800*** 0.007 0.936%** 0.011
CY 0.474%%* 0.010 0.829%*** 0.019
LV 0.370%** 0.020 0.620%** 0.039
LT 0.583*** 0.021 0.504*** 0.028
LU 0.470%** 0.015 0.902%** 0.014
HU 0.575%** 0.010 0.646%** 0.028
NL 0.651%** 0.007 0.664*** 0.012
AT 0.626*** 0.006 0.814%** 0.008
PL 0.069 0.010 0.489*** 0.024
PT 0.507*** 0.008 0.828%** 0.014
SI 0.713%** 0.011 0.678%** 0.027
SK 0.070 0.067 0.568%** 0.032
FI 0.633%** 0.013 0.637*** 0.011
SE 0.494%** 0.009 0.491%** 0.008
UK 0.647*** 0.006 0.484*** 0.011

Table 2: Descriptive Statistics for European Union Member States: Simple Correlation of GDP and Inflation with Euro
area GDP and Inflation and Standard Deviations throughout the whole sample 1999 — 2017, Note: The significance of the
correlation coefficient is marked *** and ** for the 1% and 5% significance levels, Authors calculation. Source: Eurostat.

Investments, however this was expected and the country still has considerably high stock of FDIs. In
terms of simple correlations, GDP and inflation seem to be moderately correlated to these of the Euro
area, at the level or at a higher level of correlation than similar countries. I now turn to structural VAR
models to decompose how the business cycle of Bulgaria has evolved in relation to that of the Euro area

and Germany.

IV. The role of global and Euro area shocks for Bulgaria

To get a good understanding of the role that global and Euro area shocks have had on the Bulgarian
economy, I first provide a decomposition of the contribution of global shocks for Bulgarian GDP growth
rates. This is done via a basic VAR that considers output fluctuations at the global level y&, the Euro
area level yf* and for Bulgaria yC. The same approach is followed in Briziova — Morgan — Wérgétter
(2010). The three variables for global output, regional output and country output are subject to three
shocks — global €&, regional £ and country specific shocks €. Rewriting the VAR in the reduced form

results in:
Ayf? An(L)  Ai(L) Aus(L) ef’
Aylt | = Aa(L) Ax(L) Ass(L) el
Ayy’ Az (L) Asz(L)  Ass(L) ef

For identification of the system a Choleski decomposition is used with the ordering as given above. The
conditions for this are plausible: country-specific shocks do not have an effect on regional or global output
and are ordered last. Regional shocks affect country-specific output, but not global output. Global output
shocks affect both regional and country-specific output. A further restriction is that the structural shocks
are uncorrelated and are normalized to a unit variance. This is true as far as we believe that for global
and regional shocks to have an effect to the next level, some time passes by, so the contemporaneous

correlation between the different levels is zero.

This framework provides a variance decomposition of fluctuations and the forecast error variation can

be decomposed into global, regional and country-specific shocks. Quarterly GDP growth rates can be
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very volatile for the case of Bulgaria, as I discuss below, so I use annual data. For the global data I use
annual GDP growth rates of the world economy and as an alternative — of the OECD countries, for the
regional data — Euro area growth rates, and for the country-specific data I use Bulgarian GDP growth
rates as used in the rest of this study. Data sources are IMF, OECD and Eurostat and all variables are
in logarithm. I report a variance decomposition of the forecast errors below, for two specifications — one
using the IMF total global GDP data and one using the total GDP of OECD countries.

Specification Global shocks Euro area shocks Country specific shocks
Global output (OECD countries) 0.13 0.57 0.30
Global output (World output) 0.56 0.12 0.32

Table 3: Variance decomposition of output fluctuations: Percentage of output fluctuations explained by different shocks.
Note: Estimated via Cholesky decomposition for global, regional and country specific output, Authors calculation.

In both specifications most output fluctuations in Bulgaria can be explained by global or regional (Euro
area) shocks. Around one-third of the variance of output fluctuations can be ascribed to country-specific
shocks, while the rest is due to shocks at the upper levels. Interestingly, the results vary between the two
variables used for global output — the total output for OECD countries and the total output for the global
economy. While in the specification using total GDP for OECD countries, Euro area shocks explain about
57% of the output fluctuations in Bulgaria, they explain only 12% when total global output is taken as
the global output variable. The shocks to the global economy are much more important for the output
fluctuations in Bulgaria in the case of the data for total world GDP. This is also expected — as the GDP
of OECD countries include a considerable share of Euro area countries, which are thereby important for
the output fluctuations of total OECD GDP, they become much less important in the broader total world
GDP measurement by the IMF, which includes also China and India. The results are also in contrast
to the results e.g. for Estonia by Briziova — Morgan — Worgétter (2010), which find out that output
fluctuations of the Estonian economy are mostly country-specific. Their analysis however considers the
period up until 2008. In this earlier period, on one hand the Baltic countries were not that well integrated
in the European economy yet. On the other hand, the effects of the financial crisis, which was both a
global and additionally a Euro area shock, can be expected to change this composition. The results for
Bulgaria therefore seem plausible, as the biggest output fluctuations in the 20 years under study have
been the one coming from the global financial crisis and its aftermath. These results are positive in terms
of business cycle synchronization as they point to the relatively low share of country-specific shocks for the
variance of output and therefore justify that Bulgaria is well embedded in the Euro area business cycle.
On the other hand, these results are largely driven by the Euro area crisis and do not say much about the
relative importance of Euro area shocks and Bulgarian idiosyncratic shocks in normal times. To answer

this question, I next turn to aggregate demand and supply shocks through another methodology.

V. Decomposing aggregate business cycle shocks

In this section, I present the framework to document and decompose business cycle shocks and explore
whether these have diverged or converged in the aftermath of the global financial crisis. In their original
study, Bayoumi — Fichengreen (1993) make use of the Blanchard — Quah (1989) identification strategy
to recover permanent and temporary business cycle shocks, which are defined as aggregate supply and
aggregate demand shocks. This has since become a standard approach to exploring business cycle syn-
chronization. The identification of the shocks is applied by imposing a long-run restriction that shocks
that have long-term consequences are supply side shocks, while demand shocks are temporary and do not
have permanent effect on output. In this paper, I apply the structural VAR a la Blanchard — Quah (1989)
to all EU countries. Previous studies, such as Bayoumi — Eichengreen (1993) and Bayoumi — Fichen-
green (2017), have done this mainly for old EU Member States and have differentiated between the
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pre-euro period and the period after the introduction of the common currency. I implement the approach

for all EU countries and differentiate into two subsamples — before and after the global financial crisis.

Using the Blanchard-Quah decomposition, Crespo-Cuaresma — Ferndndez-Amador (2013a, 2013b) pro-
vide evidence on the effects of the EMU by comparing the cross-country dispersion of business cycle
shocks across Member States. Crespo-Cuaresma et al. (2011) construct new measures of business cycle
comovements to explain the trends in business cycle synchronization and how they relate to fiscal policy
and other determinants. The authors find that countries with higher budgets deficits and with higher
trade linkages outside of the EU tend to have less synchronization with the business cycle dynamics of
the European economies. They also point that recessionary periods have a larger synchronization effect
between European countries in comparison to expansionary phases. This has been under discussion since
the global financial crisis. Their prediction is that an enlargement of the EMU with the new Member
States would not decrease its optimality as a currency area in terms of business cycle synchronization.
In another approach to the question of cyclical comovements, Campos — Machiarelli (2016) extend the
Bayoumi — Fichengreen (1993) identification framework by considering an over-identifying restriction.
They compare the pre-euro and post-euro period and find that the common currency has weakened the
core-periphery pattern — thereby improving business cycle synchronization in the Euro area, as predicted

by the endogenous OCA theory. They however only use EMU countries for their analysis.

A further question that is explored below is whether there is time-variation in the business cycle cor-
relation and synchronization effects of the EMU. Most of the literature does not differentiate between
different periods of the business cycle and estimates long-run developments of synchronization as a result
of increasing European integration and the effects of the common currency, trade and other factors. But
it could be the case, that rather reinforcing either convergence or divergence, the EMU acts as amplifying
convergence in good times and divergence in bad times (or vice versa). Thus, Fidrmuc — Korhonen (2004)
point to an increase in the EU business cycle heterogeneity in the 2000 — 2002 recession in Europe. 1
estimate additionally the two samples before and after the global financial crisis separately and report

the different levels of synchronization for the two sub-periods.

There are good theoretical reasons why business cycle synchronization can be state-dependent. Bayoumi —
Eichengreen (2017) discuss this as a possible link between aggregate supply and demand shocks — a
hysteresis effect as a result of a recession. The hysteresis effect in their set-up stems from financial
deleveraging, leading to underinvestment as firms have low demand expectations. Temporary demand
shocks thus result in a longer-term supply side costs as well. Their explanation however is narrative
and does not embed the possible interlinkages between demand and supply shocks inside the VAR. The
possibility of hysteresis effects as a result of the Great Recession has often been discussed, especially in
light of the numerous revisions to potential output in many developed countries (Fatds, 2018; Fatds —
Summers, 2018; Ball, 2014; Gali, 2015). Embedding hysteresis in a time series model is challenging though,
as there is no standard formal test for economic hysteresis (Belke — Gocke — Werner, 2014; Hallett —
Piscitelli, 2002). Such permanent effects on output from temporary shocks are normally assumed out
when imposing the Blanchard — Quah decomposition. But they have been shown as important both in
the DSGE framework (Eggertsson — Mehrotra — Summers, 2016; Eggertsson et al., 2016), as well as in
microeconometric labour market studies (Yagan, 2017). On the empirical side, a study of 34 advanced
economies by Bluedorn — Leigh (2019) e.g. finds out that economic booms with a sustained increase in
aggregate demand are associated with persistent effects on expected long-term employment and labor force
participation increases, implying a positive hysteresis effect. The possible contemporaneous correlations
between aggregate supply and aggregate demand effects may mean the Blanchard-Quah assumptions lead

to incorrect conclusions. Inspecting and amending these however goes beyond the scope of this paper.
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Identification of shocks

The identification approach follows the classical Bayoumi — Eichengreen (1993) paper and imposes a long-
run restriction that demand shocks have only a short-term effect on output, but a permanent impact on
prices, while supply shocks affect both prices and output permanently. In this framework, supply shocks
are based on structural characteristics of the economy such as the labor force, technological capacity
and the price of other important factors such as oil. On the demand side, shocks are more temporary
and are based on changes in nominal variables such as interest rates, expected inflation or exchange
rates, as well as due to real shocks (e.g. government spending or consumer and investor sentiments).
This follows the framework embedded in the classical AS/AD model — positive aggregate supply shocks
have a permanent and positive effect on output and a negative and permanent effect on prices, while
positive aggregate demand shocks have a positive effect on output only in the short-run, while they have
zero effects in the long-run. Positive aggregate demand shocks have permanent effects on prices though.
The same approach to obtaining aggregate shocks has been used in Cover — Enders — Hueng (2006),
Briziova — Morgan — Worgotter (2010) for Estonia and Jurgutyte (2006) for Lithuania. It is important to
note, as Blanchard — Quah (1989) admit, that the distinction of permanent shocks as aggregate supply
and temporary shocks as aggregate demand shocks is a naming convention, spurring from an AS-AD
framework, that sees demand disturbances as unable to move the long-term potential of the economy.
In the case that the assumption of no correlation between supply and demand shocks is invalid, a more
proper naming for the two shocks would therefore be permanent and temporary shocks. I however keep
up with the literature and follow the convention of aggregate supply and aggregate demand shocks. The

following table summarizes the expected effects from this framework.

[ Short Run [ Long Run
Positive aggregate supply shock
On Output + +
On Inflation - -
Positive demand shock
On Output + 0
On Inflation + +

Table 4: Responses to demand and supply shocks in the short-run and the long-run in the Blanchard-Quah AS-AD
framework.

To impose the model restrictions, similarly to Bayoumi — Fichengreen (1993), we need to rewrite the
model equations to be able to impose our identification assumptions. The system can be written in a

finite version as:
k k

Yt = Z bi1(j)Yt—j + Z bia(j)Pt—j + eyt
§=0 i=o

k k
Pt = Z ba1(j)ye—j + Z bao(j)Pr—j + €pt
§=0 =0

Given this representation, the matrix B can be estimated with the data. The supply and demand structural
shocks ep¢ und egs; are unobservable and can only be identified via the VAR regression residuals e,; and

ept- The relations between structural shocks and the regressions residuals can be formally presented as:

€yt | _ | @11 Q12 | 529
Ert az1 @22 EtD
To identify the structural model, respectively, we need to know the elements of the A matrix. The A

matrix can also be rewritten in relation to the variance-covariance matrix of the VAR residuals:

Var (ey:) Cov (eytept) ] _ [ ail a2 ] . [ 0%  osp ] [ a1 a9 ]

Cov (eyt, ept) Var (ept) as1 Q92 osD 0% aiz Qo9
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We need four restrictions to assess Var (ey:), Var (ep:), Cov (eys, ext). The first two identifications are
imposing a normalization to unity to the shocks so that 0% = 1, 0% = 1. Shocks to the supply and
the demand side are also assumed to be orthogonal to each other, with Cov (¢g,ep) = 0. Finally, the
overall, long-run effect of a demand shock on output is restrained to be zero: Z(;C:l a12(j) = 0 following
Bayoumi — Eichengreen (1993) and most of the literature. A crucial part of the identification process is
that the variance-covariance matrix is an identity matrix and that AD and AS shocks are uncorrelated

and identical, that has been put under question by e.g. Cover — Enders — Hueng (2006).

Data and specification details

The relevant data is gathered from Eurostat, AMECO, the OECD, the Bulgarian National Statistical
Institute and the Bulgarian National Bank. Economic growth is given by real GDP and real GDP per
capita in PPP, while for inflation, HICP inflation and the GDP deflator are used. For the VAR models,
the first log-difference of the variable is used. I use both quarterly and annual data to compare results.
For GDP variables, quarter on quarter growth rates are taken into account, while for inflation — quarterly
observations on a year-on-year basis. This is the method followed in other studies. As I want to specifically
include also new Member States from Eastern Europe, the data sample starts in 1999, because reliable
data, without structural breaks, is not available before that. There are two specific characteristics of
the Bulgarian data that require examination. Firstly, as in other Eastern European countries, quarterly
GDP growth rates are much more volatile in Bulgaria in comparison to the Euro area (Figure 25 in the
Annex). This can affect the estimation of business cycle shocks and I address it below by calculating
structural shocks both for quarterly and for annual data. Secondly, there are stark differences in the
inflation statistic between the measures of HICP and the GDP deflator. Figure 24 in the Annex shows

the significant divergence between the two measures due to the different underlying methodology.

Regarding specification details, Campos — Fidrmuc — Korhonen (2019) provide a meta-study of 62 studies
of business cycle correlations. The methodology used varies as well — in 56% of the cases they explore it
is based on HP-filter estimates, in 20% of the cases on the Blanchard-Quah decomposition and in 17%
on simple correlations. 52% of the studies use quarterly data, 38% use annual data and the rest use
monthly data. The overall conclusion of the meta-study by Campos — Fidrmuc — Korhonen (2019) is that
business cycle synchronization has increased on average in the European Union, from about 0.4 before the
introduction of the common currency to around 0.6 afterwards, and this increase is observed both in euro
and non-euro countries. The increase in synchronization is higher in larger Eurozone core countries. The
authors report results about synchronization using 2959 individual estimates from 62 studies for up to 25
countries. They conduct a simple t-test on whether the mean of the correlation coefficient across different
studies has changed before and after the euro’s introduction and find synchronization has increased across
all main groups and almost all countries, but with significant heterogeneity. The results are however only
indicative of the introduction of the euro in terms of business cycle synchronization and tell us little about
the question whether convergence has continued since the global financial crisis. Using meta-regressions
the authors identify how different specifications affect different results. Mostly relevant for this study, the
use of quarterly data or the Blanchard-Quah method biases the estimates of synchronization downwards.
What is more, the authors find evidence of publication bias in the cases of Bulgaria, the UK, Greece and

Latvia. The publication bias is the highest (and positive) for Bulgaria.

VI. Business cycle synchronization of the Bulgarian economy

The overall goal of the following section is to examine business cycle shocks for Bulgaria and how they
have evolved through time. I report correlation coefficients between the aggregate supply and aggregate
demand shocks identified via the Blanchard-Quah approach and I compare them with those of Germany.
I additionally report, in the Annex, the same correlation coefficients vis-a-vis the Euro area. However, as

the Euro area crisis has had considerable effects on the dispersion of business cycle shocks in the EMU, the
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German economy, has become a better anchor for assessing convergence of CEE countries to the core of
the EMU. With the divergence in economic performance of the core and periphery of the EMU, the overall
business cycle of the Euro area has become less reliable as a measure for synchronization of New Member
States. The main conclusion for Bulgaria is that the business cycle has become more synchronized and
presents moderate levels of synchronization with the Euro area and even more so with Germany. I also
compute the same correlations with annual data — which results in higher and more robust correlation
coefficients. The Bulgarian business cycle is relatively well correlated with that of Germany and has
become more correlated over time. Aggregate demand disturbances are more correlated with those of the
German economy than supply side disturbances, both when using quarterly and annual data.

Figure 12 and Figure 13 present the identified aggregate supply and aggregate demand shocks for Bulgaria
and Germany using quarterly data. The correlation coeflicient for aggregate supply shocks is at 0.32. The
correlation for aggregate demand shocks is higher at 0.44. As I show below, aggregate demand shocks
will turn out to be more correlated between Bulgaria and Germany than between Bulgaria and the Euro
area as a whole. What matters for non-Euro area countries however is their synchronization with the
core economy of Germany, because of the divergent performance of some of the EMU periphery. Bulgaria
seems therefore to be aligned well with the business cycle of the German economy. More importantly,
both correlation coefficients — for demand and supply shocks have increased in the post-crisis period when
looking at the correlation with Germany. Table 6 in the next section reports the correlation coeflicients
for all countries in comparison to German shocks. Finally, it is interesting to compare the identified
structural shocks of the Bulgarian economy to those of other comparable countries — the other CEE
countries. In Figure 14 and Figure 15 I plot the identified shocks for the group of nine CEE countries in
the sample for the baseline specification (real GDP growth and HICP inflation). Both aggregate supply
and aggregate demand shocks are very similar, although some countries seem to be affected by the shocks
earlier. However, this broadly points that it is correct to observe the business cycle synchronization

process of these countries as underlying similar patterns.

Aggregate Supply Shocks - Bulgaria and Germany Aggregate Demand Shocks - Bulgaria and Germany
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Figure 12: Aggregate Supply Shocks for Bulgaria
and Germany, 2000 — 2018. Note: Shocks are iden-
tified via the Blanchard-Quah approach, using real
GDP and HICP inflation in the bivariate SVAR
and quarterly data.
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Figure 13: Aggregate Demand Shocks for Bulgaria
and Germany, 2000 — 2018. Note: Shocks are iden-
tified via the Blanchard-Quah approach, using real
GDP and HICP inflation in the bivariate SVAR
and quarterly data.

As a robustness check, I also use the same approach to obtain the correlations of aggregate supply and
aggregate demand shocks between Bulgaria and the Euro area. These estimations are however less stable,
due to the already discussed divergent economic performance of the Euro area as a whole in recent years.
The estimated shocks and correlations coefficients are therefore reported in the Annex as additional
information. In the baseline specification, with GDP and HICP as the two variables, the correlation is
0.344 in terms of supply shocks, while in terms of demand shocks the correlation is slightly lower at 0.249.

Both estimates are in the range of other estimates for other New EU Member States from Eastern Europe.
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Figure 14: Aggregate Supply Shocks for all CEE countries in the sample, 2000 — 2018. Note: Shocks are identified via the
Blanchard-Quah approach, using real GDP and HICP inflation in the bivariate SVAR and quarterly data.
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Figure 15: Aggregate Demand Shocks for all CEE countries in the sample, 2000 — 2018. Note: Shocks are identified via the
Blanchard-Quah approach, using real GDP and HICP inflation in the bivariate SVAR and quarterly data.

Turning to the estimates for the correlations obtained via the samples split before and after the financial
crisis delivers mixed results. These are reported in the later columns of Table 6 in the next section and
the tables in Annex B. In the baseline specification (Table 6) the correlation coefficients for both types
of shocks increase for Bulgaria. The same can be observed for the baseline specification using quarterly
data vis-a-vis the Euro area (Annex B, Table 13). Note that these coefficients are not comparable in their
level to the coefficients for the whole sample — as they are obtained from much shorter samples. I use
them only to make conclusions about the direction of change - which is positive both using Germany and
the Euro area as benchmark.

Finally, I report the historical decomposition for Bulgaria and Germany in Figures 16 — 19 below. For
Germany (Figure 18 and Figure 19), they show that developments in output were mainly driven by
permanent shocks, except for the crisis period, in which temporary, demand shocks exacerbated the
overall shock negatively. On the other hand, inflation was driven by a combination of both permanent
and temporary shocks in most periods. For the case of Bulgaria, the historical decomposition of shocks
(Figure 16 and 17) point that in the crisis years of 2008 and 2009 the shock was evenly split between
a supply side, permanent shock and a demand side, temporary shock, while in the rest of the sample
mainly supply side (output) shocks have been driving output fluctuations. Inflation on the other hand
has mainly been driven by temporary (demand side) shocks, although in the quarters before the crisis

there were important permanent (output) contributions to inflation fluctuations as well.
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Figure 16: Historical Decomposition of shocks, Bulgaria, Contribution of aggregate supply (blue) and aggregate demand
shocks (yellow) to output fluctuations.
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Figure 17: Historical Decomposition of shocks, Bulgaria, Contribution of aggregate supply (blue) and aggregate demand
shocks (yellow) to inflation fluctuations.
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Figure 18: Historical Decomposition of shocks, Germany, Contribution of aggregate supply (blue) and aggregate demand
shocks (yellow) to output fluctuations.

Robustness checks: Estimations based on annual data

While quarterly data ensures a larger dataset, the classical study by Bayoumi — Eichengreen (1993) uses
annual data. Using annual data for my sample of all EU countries comes with significant costs of limited
datasets — 72 observations in the quarterly version versus only 18 observations in the annual version of the
specification. Annual GDP growth and HICP data for Eastern Europe countries however is more reliable
and less often subject to revisions. Estimations based on annual data can therefore put more light on

the robustness of previous results. I report the results from following the base specification, using GDP
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Figure 19: Historical Decomposition of shocks, Germany, Contribution of aggregate supply (blue) and aggregate demand
shocks (yellow) to inflation fluctuations.

growth rates and HICP inflation, but using annual data.

Figure 20 and Figure 21 present the identified aggregate supply and aggregate demand shocks for Bulgaria
and Germany using annual data. Table 7 presents the correlation coefficients for Bulgaria with the Euro
area and with Germany for aggregate demand and aggregate supply shocks for annual data. In this
specification, the correlation of both shocks is slightly higher. The correlation coefficient for aggregate
demand shocks is stable — at 0.61 with the Euro area and 0.57 with Germany. This reiterates previous
results obtained via the correlation between Bulgaria and Germany and points towards aggregate demand
shocks being relatively well synchronized between Bulgaria and the core of the EMU. The correlation for
aggregate supply with the Euro area is also high, at 0.57 and lower than that of aggregate demand shocks.

Aggregate Supply Shocks - Bulgaria and Germany Aggregate Demand Shocks - Bulgaria and Germany
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Figure 20: Aggregate Supply Shocks for Bulgaria Figure 21: Aggregate Demand Shocks for Bul-
and Germany with annual data, 2000 — 2018. garia and Germany with annual data, 2000 — 2018.
Note: Shocks are identified via the Blanchard- Note: Shocks are identified via the Blanchard-
Quah approach, using real GDP and HICP infla- Quah approach, using real GDP and HICP infla-
tion in the bivariate SVAR and annual data. tion in the bivariate SVAR and annual data.

The results obtained in this section can be interpreted positively in a number of ways. They are sum-
marised in Table 5. First of all, it seems Bulgaria has a moderate synchronization with the core economy
of the EMU — Germany, and it has been growing, as predicted by the endogenous currency area theory.
For comparison, earlier results have pointed to much lower synchronization of the Bulgarian economy with
the business cycle of the Euro area. Fidrmuc — Korhonen (2004) report e.g. correlation of supply shocks
of close to 0 and correlation of aggregate demand shocks of close to -0.12. From that perspective, all
the different estimated results, which for the full sample encompass a 20 years period starting only after

the period observed by Fidrmuc — Korhonen (2004) — mainly the 90s, show that the Bulgarian economy
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has become better synchronized to the core of the EMU and currently has a moderately high level of
synchronization. I next turn to the question whether the Euro area itself has become more synchronized

across its Member States.

Specification Supply Shocks Demand Shocks
Correlation vis-a-vis Germany (quarterly data) 0.58 0.62
Correlation vis-a-vis Germany (annual data) 0.26 0.57

Table 5: Correlations of aggregate supply and aggregate demand shocks for Bulgaria with Germany, based on annual and
quarterly data, 2000 — 2018. Note: Identification via the Blanchard-Quah approach; Authors calculation.

VII. Business cycle synchronization across EU Member States

Based on the same approach I provide the correlation coefficients between supply and demand shocks
for all EU countries to explore how specific countries and country groups perform with respect to the
overall Euro area business cycle®. The results for the main specification that uses GDP growth and HICP

6. Table 6 reports the estimated

inflation are in line with expectations and with some of the literature
correlations between individual country shocks and those for Germany using quarterly data. The first
columns report the correlations for the whole sample, while the last four columns show the correlations
for pre-crisis and post-crisis samples. The former and the latter are not comparable, as the whole sample
is much longer than the sub-samples. I use the latter columns to detect the changes in synchronization.
An increase in synchronization is marked in green, while a decrease is marked in red. Table 7 reports the
estimated correlations vis-a-vis Germany and vis-a-vis the Euro area using annual data.

In terms of supply shocks, France, Austria, Luxembourg and the Netherlands have the highest correlation
with Germany using quarterly data. Due to their central position in the EMU, these results are partly
automatic and endogenous to the importance of these countries for the Euro area business cycle. The
big economies of Italy, Spain and the UK are also relatively well synchronized. The results are similar in
terms of demand shocks and most of the correlations are actually higher for aggregate demand shocks.
Furthermore, I report all correlations given the annual data for all countries with the Euro area and with
Germany in Table 7. As discussed above, this data is less volatile and results in higher estimates of
business cycle synchronization. The split here is more obvious — with the EMU Core economies having
very high synchronization with both Germany and the Euro area in terms of aggregate demand shocks
and a bit lower, but still significantly higher than other countries synchronization on the demand side.
Along these dimensions, Italy still seems well synchronized in terms of aggregate demand shocks, but
not in aggregate supply shocks. CEE countries have moderate levels of demand synchronization and
relatively low levels of aggregate supply synchronization. The divergence between the Euro area business
cycle as a whole and Germany can be seen in the variation of results of CEE countries in respect to their
synchronization with Germany. While some, such as Bulgaria, the Czech Republic, Latvia, Lithuania
and Estonia, have relatively high synchronization with Germany, other economies such as Slovakia and
Hungary are less close to the German business cycle. The results partly reiterate the country groupings
and the results above, but do not point unambigiously to explicitly higher synchronization of one specific
group besides the EMU Core.

To make conclusions about the overall trends regarding business cycle synchronization with respect to
the pre- and post-crisis period, in Table 6 and Table 7, I order the countries in four separate categories
— the core EU countries, the EMU core plus periphery, the non-EMU countries and the new CESEE

countries. Some trends emerge from that grouping. The CEE countries outside of the euro — Bulgaria,

5T follow the following grouping: EMU core/Old EMU countries (Germany, France, Austria, Netherlands, Belgium and
Finland); EMU (EMU core plus Estonia, Greece, Portugal, Ireland, Spain, Italy, Latvia, Slovakia and Slovenia); Non-EMU

West (Denmark, Sweden, UK and Norway); and the CEECs (countries of Central and Eastern Europe).

6 A number of countries are currently missing in the estimations. There is no available data for Malta, Romania and Croatia,
for the beginning of the sample, so they are disregarded. Finally, for the limited pre-crisis sample, the estimation for Spain and

the United Kingdom does not converge, so it is disregarded as well.
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the Czech Republic, Hungary and Poland mostly increase their synchronization between the pre-crisis and
post-crisis period. The same happens in Slovakia and Slovenia, with only the Baltic countries worsening.
The picture is more split along the periphery of the EMU, where both Italy and France have become
less synchronized in terms of aggregate supply shocks with Germany in the post-crisis period. This could
be one explanation why comparing New Member States with the business cycle shocks of the Euro area
as a whole and with those of Germany can lead to different results. While the core EMU economies
have increased their synchronization to Germany in terms of aggregate supply shocks, the results are
split in terms of aggregate demand shocks. Similarly, for the non-Euro EU MS, the results are mixed.
Looking at the correlations vis-a-vis the Euro area instead of Germany (Tables in Annex B), most EMU
core countries have converged in terms of supply shocks, while for demand shocks some countries have
converged, while others have diverged. For the EMU periphery and new Euro area Member States the
opposite is the case in most countries — a significant number of countries have become less synchronized
in comparison to the pre-crisis period. Most notably, all three Baltic countries have a negative correlation
with respect to aggregate supply shocks with the Euro area business cycle. An even more stark divergence
can be observed in the three non-euro Western countries in the sample — the United Kingdom, Denmark
and Sweden, which have become less converged to the Euro area business cycle. Throughout the full
sample they also have relatively low synchronization. This is a characteristic of their special regime of
independent monetary policy that enables them to smooth output fluctuations. Their loose correlation
with the Euro area is therefore not necessarily a negative characteristic. Finally, the results are mixed
for the Eastern and Central European countries. While CEE Member States that have not yet adopted
the euro have mostly improving synchronization, the CEE countries inside of the EMU — e.g. the Baltic,
have mostly worsened in their synchronization.

How do the other studies discussed above answer the same questions? The update of Bayoumi — Eichen-
green (2017) to their older, seminal study (Bayoumi — Eichengreen, 1993) explores how the cycle synchro-
nization in the Euro area has changed through the years, but compare the pre-euro period with the EMU
period. They come to the somehow puzzling conclusion that there is a new core of countries in the Euro
area, which have a high correlation to the most important country — Germany. These countries are rather
the periphery, and not the other core countries, and consist of Portugal, Spain, Greece and Ireland. The
authors explain this paradox by a financial accelerator twist. In their analysis, demand shocks can have
long-term effects, as demand shocks affect positively the financial sector, amend its expectations on future
returns and thus give way to an increased credit expansion. The opposite happens in recessions, when
balance sheet reductions increase the shocks, limit credit and impact the supply side by restraining in-
vestment. Campos — Machiarelli (2016) find results that are more in line with the classical core-periphery
split, that sees the divergence of the periphery after a crisis period, however they find out an increase in

synchronization between the pre-euro and the euro period, as predicted by OCA theory.

VIII. Factors explaining business cycle synchronization

In the final part of this study I briefly analyze how the estimated levels of synchronization in the EU
differ and which factors can be helpful in explaining them. What factors are driving some economies
to be more synchronized with the core of EMU and with German business cycle shocks? Surprisingly,
there is a dearth of empirical studies to analyze this question. Prominent papers in this branch of
the literature, e.g. Bayoumi — Eichengreen (2017), explain their findings mainly through a narrative
approach. One of the few quantitative attempts to characterize the results obtained via the Blanchard-
Quah decomposition of business cycle shocks is done by Fidrmuc — Korhonen (2004). The authors report
simple correlations between their estimated shocks and a number of variables seen as important for
business cycle synchronization. This can be explained by the conceptual difficulties of trying to explain
correlation results obtained from a structural VAR and the possible endogeneities in doing so. But it
could be due to the fact that most of the existing studies do not estimate business cycle shocks for all EU

Member States, resulting in a limited set of results to analyze. The expanded estimates I report are still
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Supply Demand Supply Demand Supply Demand
Shocks (Full)  Shocks (Full)  Shocks (Pre) Shocks (Pre) Shocks (Post)  Shocks (Post)

EMU Core

DE 1.000 1.000 1.000 1.000 1.000 1.000
FR 0.503 0.762 0.430 0.474 0.340

AT 0.516 0.539 0.228 0.416

NL 0.433 0.600 0.077 0.459

BE 0.379 0.571 0.269 0.235

FI 0.178 0.511 -0.176 -0.063

LU 0.510 0.659 0.383 0.609 0.318
EMU

EE 0.316 0.605 0.047 . 0.078
EL 0.421 0.546 0.066 . 0.015

PT 0.179 0.548 -0.110 .

IE 0.048 0.369 0.413 . 0.019

ES 0.311 0.629 NA

1T 0.466 0.551 0.711

LT 0.327 0.563 0.143 . -0.080
LV 0.143 0.248 0.009 . 0.508 -0.177
SK 0.209 0.331 0.170

SI 0.409 0.585 -0.050 .

CcY 0.207 0.288 0.462 . 2L 0.182

Non-EMU West

DK 0.138 0.459 0.261 0.348
SE 0.343 0.342 0.107 0.127
UK 0.344 0.506 0.000 0.000

CEECs

BG 0.322 0.443 0.224 0.193

CZ 0.229 0.550 -0.198 0.171

HU 0.271 0.476 0.170 -0.087 -0.319

PL 0.273 0.405 0.319 0.392 0.218

EU19 0.756 0.790 0.887 0.718 ak; 0.577

Table 6: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for
Germany, Variables: GDP growth and HICP inflation, Full Sample (1999 — 2018), pre-crisis and post-crisis sample (2008 Q3
is taken as the start of the global financial crisis). Note: Red indicates a reduction in the synchronization, green indicates an
increase in the synchronization. Authors calculations following the Blanchard-Quah identification approach and quarterly
data.

limited to 24 countries observations (excluding Malta, Croatia, Luxembourg and Romania) so they are
not expected to have high explanatory power, but can be used as a first attempt to characterize which
factors can be correlated with countries, that are better synchronized to the core of the EMU.

I choose a number of indicators, which have been used in Section III to describe the specifics of the
Bulgarian economy, but have also been discussed in the literature as important for endogenous optimal
currency area theory. They include trade variables, as convergence along the classical view of Frankel —
Rose (1998) occurs mainly by trade interactions; fiscal policy, as a main source of demand fluctuations
at the country level; output, as richer countries are endogenously more correlated to the EMU business
cycle, as they influence it in the first place and need to be controlled for; the Economic Complexity
Index as a proxy of the productive potential of the economy; foreign direct investment (FDIs), which
have been deemed especially important for transition countries. I use a simple fractional outcome logit
regression model to run a cross-country regression on the estimated aggregate supply and aggregate

demand correlation coefficients to analyze which of the indicators can help explain higher synchronization”.

This simple and basic approach still delivers the expected results. GDP is the most important factor

explaining higher business cycle synchronization for both aggregate supply and aggregate demand shocks.

"This approach can suffer from some misspecification however. The outcome variable is indeed a fractional variable, but
could hypothetically take negative values and not only values between 0 and 1, as implied by the specification. However in none
of the specifications with annual variables do I find negative correlation coefficients.
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Countries Supply Shocks  Demand Shocks  Supply Shocks Demand Shocks

FEuroArea EuroArea Germany Germany
EMU Core
FR 0.359 0.902 0.667 0.751
AT 0.644 0.831 0.730 0.795
NL 0.529 0.769 0.564 0.712
BE 0.364 0.868 0.693 0.702
FI 0.013 0.582 0.745 0.689
LU 0.693 0.932 0.837 0.856
EMU
EE 0.208 0.698 0.605 0.683
EL 0.210 0.501 0.594 0.491
PT 0.012 0.626 0.510 0.677
1E 0.146 0.566 0.567 0.571
ES 0.254 0.586 0.747 0.751
1T 0.326 0.841 0.857 0.876
LT 0.107 0.738 0.564 0.780
LV 0.190 0.662 0.552 0.778
SK 0.514 0.431 0.238 0.386
SI 0.302 0.564 0.652 0.468
(02 0.055 0.508 0.739 0.630
Non-EMU West
DK 0.303 0.762 0.688 0.734
SE 0.185 0.411 0.428 0.470
UK 0.462 0.805 0.484 0.725
CEECs
BG 0.256 0.565 0.576 0.615
CZ 0.217 0.756 0.633 0.601
HU 0.218 0.700 -0.025 0.676
PL 0.469 0.392 0.375 0.443

Table 7: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for
Germany, Variables: GDP growth and HICP inflation, Full Sample (1999 — 2018). Authors calculations following the
Blanchard-Quah identification approach and annual data.

This result is partly endogenous, as richer and bigger countries automatically affect Euro area business
cycle shocks more. The average export share of the country correlates with higher synchronization for
aggregate supply shocks, pointing to the importance of trade integration as discussed previously. Deficits
correlate with higher synchronization of aggregate demand shocks as expected as well — consistent with
similar findings by Crespo-Cuaresma — Ferndndez-Amador (2013a, 2013b). Surprisingly, FDI inflows
do not correlate much with higher synchronization. Neither does the Economic Complexity Index help
explain higher synchronization. This approach requires to be extended further and might provide insight
into the indicators that can explain why some countries have managed to sustain further convergence,
why others have diverged. The factors however can widely differ between groups — while for the catch-up
economies some factors might be more important, for older EMU countries from the periphery a different

set of characteristics might be more significant to sustain synchronization with Germany.

SupPLY CORRELATIONS DEMAND CORRELATIONS
B B

main
GDP 0.000 561 5* 0.000 743 6***
FDI Inflows AVG —0.013 009 —0.0013595
Import Share —0.022 15 0.0078918
Export Share 0.058 561 5*** 0.016 5452
Deficit AVG 0.049796 5 0.099 795 3*
ECI AVG 0.3118269 —0.2114629
constant —4.01197* —0.8546931
r2
df r
bic 47.598 88 50.828 32

¥ p<0.05, ** p<0.01, ** p<0.001

Table 8: Fractional outcome logit cross-country regressions for correlation of aggregate supply and demand shocks for EU
countries with German business cycle shocks.
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IX. Conclusion

This study revolves around two main questions — one specific and one more broad. By taking specific
interest around the Bulgarian economy, I answer the question whether it has become more or less syn-
chronized with the Euro area and how it has developed throughout the past 20 years. This question is
important for further considerations regarding optimal macroeconomic policy for the country. By esti-
mating the same model, following the approach by Blanchard — Quah (1989), T also make more general
conclusions on whether the countries of the Euro area have become more or less synchronized in regards
to their aggregate shocks. This question is crucial for the further functioning of the Euro area and for

ongoing discussions regarding possible reforms.

Simple descriptive statistics give a first look at the developments of the Bulgarian economy in the past
20 years. There has been an ongoing real convergence in Bulgaria, however higher growth rates would be
needed for a more decisive catch-up to the core of the EU. The structure of the economy in comparison
to the Euro area, described by the Bray-Curtis Index, has been improving. The values are slightly lower
than those measured for Slovenia, Romania and Poland (and therefore better) and similar to those of
France. Trade has expanded vastly in recent decades and seems to be improving along the Grubel-Lloyd
Index. The economy has however not deepened in the complexity of products produced and exported.
There has been lately a slowdown in Foreign Direct Investments inflows, however this was expected and
the country has one of the highest stocks of FDIs. In terms of simple correlations, GDP and inflation

seem to be moderately correlated to these of the Euro area.

What do we learn regarding the business cycle synchronization of the Bulgarian economy? The study
first focuses on explaining whether the Bulgarian is well synchronized with that of the Euro area and
how that has been changing. Using a structural VAR of global, regional and country-specific output, I
document that the variance of output fluctuations in the Bulgarian economy for the period 2000 — 2018 is
predominantly explained by global and Euro area shocks. Around 1/3 of the variance can be explained by
domestic, country-specific shocks, while the rest can be explained by global and Euro area shocks. Turning
to standard business cycle decomposition techniques, calculated via the Blanchard — Quah (1989), I report
the correlation between Bulgaria and Germany for aggregate supply and aggregate demand shocks, as
well as these with the Euro area. Due to the recent economic performance of some EMU countries and the
Euro area, it seems the German economy has become a better benchmark to address this question from
the viewpoint of catch-up economies. Bulgaria has increased its synchronization with Germany and has
relatively moderate levels of correlation for both aggregate supply and aggregate demand shocks. Turning
to annual data, the estimated correlations become even higher and point towards a good embedding of

the country in the business cycle of the core of EMU.

What do we learn regarding the dispersion of business cycle shocks across EU Member States? Different
specifications point to different results, but overall the optimistic view of the OCA theory still seems to
hold in the aftermath of the financial crisis. While the results are mixed, the most reliable source of
estimation — annual data, points to relatively good correlation for EMU periphery countries. There has
been however a number of countries with low or decreasing level of synchronization, most notably Italy.
This presents a challenge not only for the conclusions and implications of OCA theory, but also for the

optimal implementation of monetary policy to stabilize the Euro area.

To understand better the factors and mechanisms driving these patterns, many theoretical channels have
been proposed. I sketch some empirical facts of the Bulgarian economy in the first part of the paper that
can be useful for a narrative explanation. However, an empirical approach to explore them is needed.
As a first try I use a fractional logit regression to explain different levels of synchronization by a number
of indicators. This basic approach can give us understanding on the country characteristics that can be
correlated with a better synchronization. A significant relationship is found only for GDP, average country
export shares and average fiscal deficits — but this is in line with the previous literature on the topic about

the importance of trade linkages and government balances for a smooth functioning of synchronization.

28





This approach requires further refinement and extensions to be able to explain better the underlying

reasons why some countries are more and some countries less intertwined in their business cycles.

In what regards future research, exploring macroeconomic performance of individual countries through
aggregated macroeconomic data as done above includes many uncertainties and delivers results that can
be prone to specification issues. This research topic can be further extended along two lines. Firstly,
researchers have questioned the assumption that aggregate supply and aggregate demand shocks are
contemporaneously not correlated in the Blanchard-Quah structural framework. If this assumption is
violated, there is one view that because the aggregate supply and aggregate demand definition is just
a naming convention, spurring from the AS-AD model, one can use the more reliable assumption that
permanent and temporary shocks are not correlated in this structural model and that structural shocks
obtained through this framework are still valid. Another view however argues that even permanent
and temporary shocks can be contemporaneously correlated, making the identification approach invalid.
While this seems more realistic for a structural VAR including output and unemployment, it is less
so for a VAR with output and inflation, as the theoretical case that an inflation shock can have long-
term consequences for the supply side is less persuasive. This requires further exploration beyond the
scope of this text. One path for future research can therefore deal with the identification strategies
imposed above. Another, more recent approach aims to disentangle macroeconomic shocks by using
granular, microdata from input-output linkages to decompose large sectoral shocks that then propagate
to the rest of an economy or in this case to the rest of the currency union. Recent work by Imbs —
Pauwels (2019) characterizes trade linkage shocks by using the World Input Output Database. Another
recent contribution by Gabaiz — Koijen (2019) makes use of granular instruments to identify and follow
how specific shocks propagate through the economy. This can give us better insights on the transmission
of shocks between the core economies, the periphery and new EU Member States and how linkages and
networks amplify idiosyncratic shocks at specific sectors or countries through the whole system. This can
be a promising avenue to explore for Eastern European economies, which are highly dependent on the
core of the Euro area — however the lack of granular microdata and input-output data for CEE economies

makes this impossible for the moment.
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A. Data Annex

Petroleum
oils,
crude

Petroleum
oils,
refined

tourism

2.03%

4.11%

Travel
and
tourism

9.91%

Unrefined
copper

2.61%

Petroleum

oils,
refined

Figure 23: Exports of Bulgaria by product category in 2017. Source: Atlas of Economic Complexity.
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Figure 24: Quarterly growth rates of real GDP
in Bulgaria and the Euro area. Note: Quarterly
GDP growth rates in Bulgaria are much more
volatile than those of the Euro area.
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Figure 25: Inflation measurements as given by
HICP and GDP deflator data. Note: Significant
deviation between inflation measured by the HICP
and by the GDP deflator in Bulgaria.





Grubel Lloyd Total Grubel Food & Beverages Crude Materials,

Index Lloyd Index Live Animals & Tobacco Inedible, Except Fuels
Jan.-Dec. 2000 0.82 0.85 0.53 0.62
Jan.-Dec. 2001 0.78 0.96 0.62 0.52
Jan.-Dec. 2002 0.78 0.90 0.63 0.69
Jan.-Dec. 2003 0.75 0.93 0.49 0.64
Jan.-Dec. 2004 0.75 0.91 0.46 0.65
Jan.-Dec. 2005 0.87 0.96 0.32 0.62
Jan.-Dec. 2006 0.85 0.82 0.39 0.55
Jan.-Dec. 2007 0.73 0.94 0.49 0.52
Jan.-Dec. 2008 0.71 0.81 0.54 0.58
Jan.-Dec. 2009 0.75 0.89 0.59 0.58
Jan.-Dec. 2010 0.86 0.83 0.53 0.68
Jan.-Dec. 2011 0.89 0.84 0.49 0.98
Jan.-Dec. 2012 0.90 0.68 0.46 0.95
Jan.-Dec. 2013 0.92 0.53 0.49 0.99
Jan.-Dec. 2014 0.91 0.57 0.52 0.87
Jan.-Dec. 2015 0.92 0.67 0.43 0.77
Jan.-Dec. 2016 0.96 0.67 0.50 0.79
Jan.-Dec. 2017 0.96 0.73 0.58 0.69
Jan.-Dec. 2018 0.86 0.83 0.86 0.58

Table 9: Grubel-Lloyd Index for Bulgaria, Part 1

Grubel Lloyd Mineral Fuels, Animal & Vegetable  Chemicals & Related = Manufactured Goods
Index Lubricants & Related Oils, Fats Products, Classified Chiefly
Materials & Waxes N.E.S. by Material

Jan.-Dec. 2000 0.48 0.70 0.62 0.92
Jan.-Dec. 2001 0.98 0.86 0.75 0.97
Jan.-Dec. 2002 0.89 0.82 0.79 0.99
Jan.-Dec. 2003 1.00 0.81 0.77 1.00
Jan.-Dec. 2004 0.75 0.74 0.90 0.93
Jan.-Dec. 2005 0.69 0.67 0.80 0.89
Jan.-Dec. 2006 0.50 0.58 0.92 0.93
Jan.-Dec. 2007 0.54 0.88 0.76 0.88
Jan.-Dec. 2008 0.55 0.98 0.80 0.71
Jan.-Dec. 2009 0.51 0.99 0.86 0.97
Jan.-Dec. 2010 0.60 0.94 0.75 0.90
Jan.-Dec. 2011 0.62 0.78 0.81 0.93
Jan.-Dec. 2012 0.66 0.99 0.86 0.90
Jan.-Dec. 2013 0.68 0.65 0.93 0.96
Jan.-Dec. 2014 0.68 0.58 0.91 0.96
Jan.-Dec. 2015 0.66 0.55 0.96 0.98
Jan.-Dec. 2016 0.73 0.45 1.00 0.94
Jan.-Dec. 2017 0.74 0.57 0.95 0.96
Jan.-Dec. 2018 0.59 0.53 0.99 0.98

Table 10: Grubel-Lloyd Index for Bulgaria, Part 2
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Grubel Lloyd Machinery and Miscellaneous Commodities and

Index Transport Equipment Manufactured Articles Transactions not Classified
Elsewhere in the SITC
Jan.-Dec. 2000 0.69 0.73 0.28
Jan.-Dec. 2001 0.71 0.78 0.41
Jan.-Dec. 2002 0.74 0.92 0.43
Jan.-Dec. 2003 0.60 1.00 0.33
Jan.-Dec. 2004 0.55 0.97 0.25
Jan.-Dec. 2005 0.50 0.86 0.82
Jan.-Dec. 2006 0.43 0.77 0.61
Jan.-Dec. 2007 0.70 0.86 0.86
Jan.-Dec. 2008 0.73 0.73 0.75
Jan.-Dec. 2009 0.79 0.77 0.88
Jan.-Dec. 2010 0.92 0.88 0.67
Jan.-Dec. 2011 0.91 0.95 0.70
Jan.-Dec. 2012 0.85 0.99 0.77
Jan.-Dec. 2013 0.98 0.97 0.84
Jan.-Dec. 2014 0.89 0.91 0.60
Jan.-Dec. 2015 0.92 0.86 0.46
Jan.-Dec. 2016 0.93 0.90 0.39
Jan.-Dec. 2017 0.94 0.91 0.45
Jan.-Dec. 2018 0.84 0.85 0.36

Table 11: Grubel-Lloyd Index for Bulgaria, Part 3
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B. Correlations with the Euro area

In this part I report the results discussed in the main text regarding correlations estimated using quarterly
data and the Euro area as a benchmark economy. As discussed, both because quarterly data is more
volatile, and because of the diverging economic performance of the core and periphery of the EMU, these
results are less robust. I report in Figure 24 and Figure 25 the identified demand and supply shocks for
Bulgaria and the Euro area. Based on these estimated structural shocks, I calculate simple correlation
coeflicients for the shocks between Bulgaria and the Euro area. In the baseline specification, with GDP
and HICP as the two variables, the correlation is 0.344 in terms of supply shocks, while in terms of demand
shocks the correlation is slightly lower at 0.249. Both estimates are in the range of other estimates for
other New EU Member States from Eastern FEurope. I run three further specifications in addition to
the baseline specification using alternative variable definitions — GDP per capita growth and the GDP
deflator. Table 15 reports all estimated correlation coefficients between the different specifications used
— using GDP per capita and GDP deflator as alternative variables, for Bulgaria and the Euro area. The
estimated correlation coefficients are prone to changes throughout the specifications. This is especially
the case between the specifications using HICP and GDP deflator data as the inflation variable, because
the two measurements differ significantly. I furthermore report in the following tables all the estimated

correlation coefficients between the different specifcations using quarterly data.

Supply Shock Aggregate Demand Shocks

Bulgaria
Euro Area| - 2

Bulgaria
Euro Area

4 -5
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Figure 26: Aggregate Supply Shocks for Bulgaria
and the Euro area, 2000 — 2018. Note: Shocks are
identified via the Blanchard-Quah approach. The
specification includes real GDP and HICP infla-
tion in the bivariate SVAR and quarterly data.

Figure 27: Aggregate Demand Shocks for Bulgaria
and the Euro area, 2000 — 2018. Note: Shocks are
identified via the Blanchard-Quah approach. The
specification includes real GDP and HICP infla-
tion in the bivariate SVAR and quarterly data.

The correlation for aggregate supply shocks is stable across different specifications, whereas the correlation
for demand shocks varies significantly and takes very low values in some of the specifications. The overall
results for Bulgaria are broadly in line with a recent meta-study by Campos — Fidrmuc — Korhonen (2019),
which summarizes the results of the different branches and frameworks used to assess business cycle
synchronization by analyzing 62 business cycle correlation studies. Bulgaria is presented with only 5
pre-1999 observations and only 3 post-1999 observations. The mean result regarding the business cycle
correlation for Bulgaria after 1999 is 0.347. The result is not significant and therefore points to the
uncertainty reported above. The mean result in this meta survey is very close to the estimates from the
baseline specification reported above for Bulgaria for the correlation of aggregate supply shocks in the

whole sample, which in this case is fully after 1999.

The tables report the results in terms of correlations between individual Member States and the Euro
area for quarterly data across the different specifications. In terms of demand shocks, Germany and
France has the highest correlation coefficient, followed by other core countries (Luxembourg, Austria

and the Netherlands). Due to their central position in the EMU, these results are partly automatic and
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endogenous to the importance of these countries for the Euro area business cycle. The big economies
of Ttaly and the UK are also well synchronized. In terms of supply shocks, the biggest countries are
leading the table — Italy, Germany and France, with other Euro area countries following. An obvious and
expected result is that the Euro area countries are the most correlated. This might partly be evidence
for the endogenous optimal currency area theory, as there is no other obvious reason why countries as
heterogeneous and geographically dispersed as Cyprus, Finland, Austria and Lithuania should be more
correlated to the Euro area business cycle than countries in the central parts of Europe, which are well
embedded in its production chains. Finally, Figure 28 presents the dispersion of supply and demand
shocks as obtained in the specification with quarterly data and for the correlation of demand and supply
shocks of separate countries with the Euro area. The positive relationship between aggregate demand
and aggregate supply correlations, observed in the seminal studies of this branch of the literature such as
(Bayoumi — Eichengreen, 1993), holds, although it is not the focus of this study.

Specification Aggregate Supply Shocks Aggregate Demand Shocks
GDP - HICP 0.344 0.249
GDP per capita - HICP 0.337 0.103
GDP - Deflator 0.322 0.544
GDP per capita - Deflator 0.528 0.083
GDP - HICP (annual data) 0.582 0.623

Table 12: Correlation of aggregate supply and aggregate demand shocks for Bulgaria with the Euro area, quarterly data,
2000Q1 — 2018Q4. Note: Identification via the Blanchard-Quah approach; Authors calculation.
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Figure 28: Demand and Supply Shocks across European Union Member States, Full Sample (2000 — 2018). Note: Authors
calcutions using the Blanchard-Quah Decomposition and GDP growth and HICP Inflation and quarterly data.
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Supply Demand Supply Demand Supply Demand
Shocks (Full)  Shocks (Full)  Shocks (Pre) Shocks (Pre) Shocks (Post)  Shocks (Post)

EMU Core

DE 0.633 0.751 0.682 0.723 0.646
FR 0.645 0.656 0.347 0.295

AT 0.450 0.425 0.301 0.465 0.280
NL 0.234 0.566 -0.023 0.629

BE 0.564 0.466 0.559 0.080

FI 0.468 0.517 -0.301 0.113

LU 0.441 0.583 0.390 0.377

EMU

EE 0.320 0.528 0.334 0.507

EL 0.431 0.408 -0.056 0.152

PT 0.196 0.539 -0.074 0.671

1E 0.290 0.182 0.519 0.208

ES 0.518 0.527 NA NA

1T 0.672 0.538 0.583 0.294

LT 0.448 0.399 0.541 -0.086

LV 0.241 0.040 -0.135 0.055

SK -0.011 0.280 0.072 0.374

SI 0.396 0.529 0.290 -0.268

CY 0.483 0.271 0.507 0.239

Non-EMU West

DK 0.238 0.365 0.291 0.491
SE 0.255 0.190 0.222 0.224 0.149
UK 0.432 0.529 0.000 0.000 0.052

CEECs

BG 0.344 0.249 0.260 0.033

CZ 0.295 0.449 0.060 0.204 0.170
HU 0.042 0.473 0.030 0.008

PL 0.358 0.255 0.483 0.166

EU19 0.894 0.822 0.692

Table 13: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for the
Euro area, Variables: GDP growth and HICP inflation, Full Sample (1999 — 2018), pre-crisis and post-crisis sample (2008 Q3
is taken as start of the global financial crisis). Note: Red indicates a reduction in the synchronization, Green indicates an
increase in the synchronization. Results are reported for the full sample, the pre-crisis sample and the post-crisis sample
respectively. Authors calculations following the Blanchard-Quah identification approach and quarterly data.
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Supply Demand Supply Demand Supply Demand
Shocks (Full)  Shocks (Full)  Shocks (Pre) Shocks (Pre) Shocks (Post)  Shocks (Post)

EMU Core

DE 0.685 0.469 0.398 0.715

FR 0.590 0.418 0.215 0.424

AT 0.289 0.044 -0.096 -0.286

NL 0.386 0.312 -0.212 0.221 0.048
BE 0.200 0.071 -0.268 -0.236

FI 0.109 0.241 0.059 0.615 0.189
LU 0.449 -0.093 0.176 -0.186

EMU

EE 0.284 0.125 -0.106 -0.304

EL 0.440 0.066 0.194 0.139 -0.083
PT 0.168 0.085 -0.298 0.039 0.011
1E 0.188 0.117 -0.166 0.037

ES 0.257 0.122 0.000 0.000

1T 0.488 0.444 0.486 0.636 0.42' 0.116
LT 0.312 0.009 -0.161 0.096

LV -0.169 0.074 0.089 -0.007 -0.151
SK 0.153 0.076 -0.168 -0.209

SI 0.445 0.176 0.186 -0.077

CY 0.283 -0.059 0.238 -0.393

Non-EMU West

DK 0.119 0.055 -0.042 0.006 -0.386
SE 0.104 0.042 -0.325 -0.050
UK 0.332 -0.061 0.000 0.000

CEECs

BG 0.337 0.103 0.115 0.085 .08 -0.080
CZ 0.211 0.018 -0.163 -0.231

HU 0.373 -0.062 0.054 -0.372

PL 0.083 0.149 -0.173 0.092

EU19 0.761 0.945 0.465

Table 14: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for the
Euro area, Variables: GDP growth and GDP deflator, Full Sample (1999 — 2018), pre-crisis and post-crisis sample (2008 Q3
is taken as start of the global financial crisis). Note: Red indicates a reduction in the synchronization, Green indicates an
increase in the synchronization. Results are reported for the full sample, the pre-crisis sample and the post-crisis sample
respectively. Authors calculations following the Blanchard-Quah identification approach.
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Supply Demand Supply Demand Supply Demand
Shocks (Full)  Shocks (Full)  Shocks (Pre) Shocks (Pre) Shocks (Post)  Shocks (Post)

EMU Core

DE 0.725 0.794 0.643 0.627

FR 0.697 0.793 0.414 0.598

AT 0.537 0.572 0.265 0.720

NL 0.532 0.530 0.287 0.470

BE 0.519 0.610 0.293 0.460 0.420
FI 0.390 0.609 -0.015 -0.135

LU 0.416 0.603 0.278 0.478 0.310
EMU

EE 0.386 0.595 0.155 0.521

EL 0.567 0.616 0.064 0.393

PT 0.390 0.548 0.254 0.543

1E 0.194 0.436 0.211 0.351

ES 0.484 0.656 0.000 0.000

1T 0.639 0.781 0.596 0.632

LT 0.383 0.580 -0.072 0.108

LV 0.389 0.116 0.364 0.222

SK 0.270 0.362 0.243 0.322

SI 0.516 0.539 0.009 -0.164

CY 0.316 0.354 0.433 0.304

Non-EMU West

DK 0.231 0.507 0.422 0.732

SE 0.477 0.453 0.254 0.542

UK 0.363 0.392 0.000 0.000

CEECs

BG 0.327 0.544 0.078 0.321 0.303
CZ 0.371 0.504 -0.029 0.217

HU 0.202 0.488 0.166 0.074 -0.292

PL 0.311 0.300 0.069 0.384

EU19 0.934 0.906 0.753 0.883

Table 15: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for
the Euro area, Variables: GDP growth per capita and HICP inflation, Full Sample (1999 — 2018), pre-crisis and post-crisis
sample (2008 Q3 is taken as start of the global financial crisis). Note: Red indicates a reduction in the synchronization,
Green indicates an increase in the synchronization. Results are reported for the full sample, the pre-crisis sample and the
post-crisis sample respectively. Authors calculations following the Blanchard-Quah identification approach.
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Supply Demand Supply Demand Supply Demand
Shocks (Full)  Shocks (Full)  Shocks (Pre) Shocks (Pre) Shocks (Post)  Shocks (Post)

EMU Core

DE 0.749 0.370 0.289 0.357

FR 0.520 0.458 0.232 0.663

AT 0.419 0.015 0.157 -0.300

NL 0.758 0.237 0.473 -0.113 0.377

BE 0.272 0.115 0.035 0.013

FI 0.479 0.079 0.312 0.130 0.303

LU 0.246 -0.091 0.196 0.097 0.005

EMU

EE 0.335 0.136 -0.086 0.066 -0.003
EL 0.508 0.054 0.286 0.074 . -0.07
PT 0.368 0.114 -0.013 0.231 -0.084
1E 0.079 0.163 0.134 -0.169

ES 0.342 0.230 0.000 0.000

1T 0.677 0.440 0.613 0.514

LT 0.560 0.102 -0.242 0.040

LV -0.192 0.200 -0.176 0.328

SK 0.380 0.183 0.126 0.087 -0.149

SI 0.552 0.224 0.106 0.327

CcY 0.216 -0.157 0.270 -0.434 0.089

Non-EMU West

DK 0.198 0.118 0.456 0.296
SE 0.366 0.139 0.310 0.238
UK 0.302 0.126 0.000 0.000

CEECs

BG 0.528 0.083 0.066 0.126
CZ 0.367 0.074 0.015 0.009
HU 0.554 0.056 -0.051 -0.186
PL 0.115 0.210 0.086 0.423
EU19 0.883 0.937 0.555

Table 16: Correlation of identified aggregate supply and demand shocks for EU countries with business cycle shocks for
the Euro area, Variables: GDP growth per capita and GDP deflator, Full Sample (1999 — 2018), pre-crisis and post-crisis
sample (2008 Q3 is taken as start of the global financial crisis). Note: Red indicates a reduction in the synchronization,
Green indicates an increase in the synchronization. Results are reported for the full sample, the pre-crisis sample and the
post-crisis sample respectively. Authors calculations following the Blanchard-Quah identification approach.
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Figure 29: Demand and Supply Shocks in the European Union (pre-crisis sample)
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Figure 30: Demand and Supply Shocks in the European Union (post-crisis sample)
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C. Responses of the VAR

To assess the credibility of the structure of the SVAR regarding the effects of aggregate supply and
aggregate demand shocks, hereby I report the estimated IRFs as a comparison between Bulgaria and
the Euro area. Figure 31 — 34show the resulting impulse responses for Bulgaria and for the Euro area
accordingly in terms of output and price responses to supply and demand shocks. I report the IRFs from
the estimations using quarterly data, as they are expected to have narrower and more reliable confidence
intervals, even though the underlying data is more volatile. The impulse responses deliver the expected
qualitative results in terms of the sign of the responses — especially for the Euro area, aggregate supply
shocks increase output on impact and reduce prices with a hump-shape, while an aggregate supply shock
has a hump-shaped response on output and prices. The confidence intervals are broadly in line with
this result. In the case of Bulgaria, the responses are less clearly identified for the supply shock, but
broadly follow the same conclusions, while for the demand shock the expected hump-shaped patterns are
replicated. Furthermore, a simple check points out to whether the imposed conditions around the long-
run neutrality of demand shocks on output level hold. In Figure 35 and Figure 36 I plot the cumulative
sum of the impulse responses of output growth and inflation to both shocks, for the case of Bulgaria and
the Euro area respectively. As given by the assumptions, following demand shocks, in the long-run both
output and prices return to their original values, while after supply shocks GDP converges to a new level,

higher for the case of a positive productivity /supply shock.
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Figure 31: Impulse responses to an aggregate supply shock, Bulgaria. Using the base specification and quarterly data
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Figure 32: Impulse responses to an aggregate demand shock, Bulgaria. Using the base specification and quarterly data
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Figure 33: Impulse responses to an aggregate supply shock, Euro area. Using the base specification and quarterly data
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Figure 34: Impulse responses to an aggregate demand shock, Euro area. Using the base specification and quarterly data
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Figure 35: Cumulative responses to shocks, Bulgaria. Note: Aggregate supply shocks have permanent effects on output,
while aggregate demand shocks have only temporary effects.

Furthermore, an analysis can be made using variance decompositions of the shocks. To quantify how
important each shock is in explaining the variation in each of the variables in the system, I use a forecast

error variance decomposition, reported in Figure 37 and Figure 38 for the FEuro area. These show the
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Figure 36: Cumulative responses to shocks, Euro area. Note: Aggregate supply shocks have permanent effects on output,
while aggregate demand shocks have only temporary effects

fraction of the forecast error variance for each variable due to the specific shocks at each horizon.
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Figure 37: Forecast Error Variance Decomposition, Euro area
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Figure 38: Forecast Error Variance Decomposition, Euro area
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D. Unemployment as a demand side variable

To test the robustness of the main specification, I also estimate the VAR using unemployment as the second
variable. This is the variable the seminal Blanchard — Quah (1989) paper uses as well, with Bayoumi —
Eichengreen (1993) and all follow up studies switching to inflation. The unemployment variable can
give more information especially in regards to the period after the Global financial crisis. As has been
widely discussed, the Phillips curve has been flattening throughout recent decades. Inflation has also
been characterized to be very low across EU Member States in the recent decade, thereby making it less
suitable to identify demand side disturbances. Unemployment however has been both very high in some
countries and very heterogeneous across EU Member States. This could give the necessary variation to
test whether the results above also hold in this different model. In Table 17 I report again the correlation
coefficients of aggregate supply and aggregate demand disturbances, this time estimated from a bivariate
VAR with unemployment. These results are very different in absolute values in comparison to the ones
obtained above. Three characteristics can be pointed out of this experiment — using unemployment as the
second variable, as in the seminal Blanchard-Quah paper, biases the estimates of supply shock correlation
downwards. In this framework, even Germany and France have aggregate supply shocks correlation with
the Euro area of only around 0.32 — 0.34. A simple comparison of the Eastern European countries points
that all of them have significantly revised down correlation results. For Bulgaria the aggregate supply
correlation with the Euro area is even negative - but this is also the case for other CEE countries such as the
Czech Republic and Latvia. The aggregate supply shocks correlation for non-Euro countries such as the
UK, Sweden and Denmark is also rather low, as also observed above in other specifications. Even though
the estimated correlations are very low, the country groupings analyzed above still hold up. This point
towards the fact that using unemployment as the second variable in the bivariate structural VAR, as in the
original Blanchard-Quah framework, can also be beneficial for further analysis, however the correlation
coeflicients obtained from this specification are hard to compare with the more standard coefficients
obtained from the specification of Bayoumi — Fichengreen (2017). Figure 39 presents the dispersion of
supply and demand shocks as obtained in this specification. The positive relationship observed in similar
graphs between aggregate demand and aggregate supply shocks above still holds, however it is scaled

down as almost all estimated correlation coefficients are lower than in the baseline specification.
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Figure 39: Demand and Supply Shocks across European Union Member States, Full Sample (2000 — 2018). Note: Authors
Calcutions using the Blanchard-Quah Decomposition and GDP growth and Unemployment.
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Country  Supply Shocks full Demand Shocks full

BG -0.126 0.205
DE 0.327 0.497
EU19 0.801 0.924
BE 0.030 0.364
CZ -0.208 0.396
DK 0.172 0.214
EE 0.054 0.308
IE 0.058 0.130
EL 0.173 0.374
ES -0.185 0.220
FR 0.342 0.745
IT 0.522 0.611
CY 0.028 0.071
LV 0.009 0.134
LT -0.097 0.181
LU 0.163 0.308
HU 0.151 -0.132
NL 0.129 0.512
AT 0.136 0.324
PL 0.281 0.289
PT -0.153 -0.269
SI 0.092 0.437
SK 0.078 0.252
FI -0.132 0.526
SE 0.202 0.267
UK 0.145 0.045

Table 17: The Bivariate SVAR with GDP Growth and Unemployment — correlation of shocks, Full Sample (2000 — 2018).
Note: Authors Calcutions using the Blanchard-Quah Decomposition and GDP growth and Unemployment.
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